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Abstract

The spring phytoplankton bloom and vertical velocitiesha stratified and deep

convecting Labrador Sea, as observed by Seagliders
by Eleanor Frajka-Williams

Chair of the Supervisory Committee:

Professor Peter Rhines
Departments of Oceanography and Atmospheric Sciences

The Labrador Sea is a critical region in the world’s oceanegan where the effects of climate
change are seen quickly and strikingly, and where dynanticgases that affect climate change are
observed. A recent effect of climate change is the increbBeshwater to high latitudes, as Arctic
pack ice and Greenland glaciers melt at accelerating rdwemes of rapid climate change, it is
more important than ever to understand the influence thes®els have on the status quo of ecosys-
tems and physical processes. The focus of this thesis isatmiee the current state of the Labrador
Sea biological and physical system througlsitu Seaglider and surface satellite observations. The
influence of physical processes, including increased Weasdr runoff, on the biological system is
the subject of chapters 2 and 3. The deep convective prooesxf the downwelling branches of
the global oceanic overturning circulation is the subjdatimpters 4 and 5. Seaglider is capable
of making novel measurements of vertical water velocity éttdr than 1 cms! accuracy. Using
these measurements along with hydrographic observatimndgescribe deep convection during the
2004-05 winter. Besides the scientific merits of the reshitsvn here, this thesis also demonstrates
the ability of Seaglider to observe bio-optical properties vertical velocities, two relatively newer

observations in the oceanography literature.
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Chapter 1

INTRODUCTION

The Labrador Seais a complex and unique region in the wadrislohe of 3 sites of deep convec-
tion in the North Atlantic, the other two being the Mediterean and Greenland-lceland-Norwegian
(GIN) Seas. Deep convection is a potential driver of the dienial overturning circulation (MOC),
the primary overturning circulation in the Atlantic, andiamportant element of the climate system.
The process of deep convection is spatially and temponaligrnogenous, with strong interannual
variability and results from extreme surface buoyancyif@rauring winter storms over the North
Atlantic. As a result, it is difficult to observe, and the dymas controlling deep convection are
not well-understood. The Labrador Sea is also a region wisigubject to feeling the effects of
climate change. In particular, increased Arctic and Giemhice melting will impact the freshwater
distribution in the Labrador Sea. This has implicationstfar high-latitudes biological system as

well as the process of deep convection.

The annual cycle in the Labrador Sea begins in the fall, withaasing surface buoyancy fluxes
and frequency of storms. Extreme heat loss to the atmos@melrdavorable preconditioning re-
sulting in deep convection and Labrador Sea Water formatiomentually, lateral buoyancy fluxes
exceed surface fluxes, effectively ending convection apdiharestratifying the region. Renewed
stratification and increased irradiance permit the sprimggplankton bloom, a period of intense
primary production. The spring bloom is the base of the foabw the North Atlantic; higher
trophic levels including North Atlantic fisheries dependtbe annual spring blooms. Perturbations

in timing or magnitude of the bloom will disrupt the food web.

Five Seagliders executed multi-month missions, collgcsieveral thousand profiles of hydrog-
raphy at relatively high horizontal and temporal resolutadong the glider track (one profile to

1000 m approximately every 4 hours and 3 km). Two gliders veelditional equipped with bio-



optical sensors which returned fluorescence, optical lsatfes and dissolved oxygen concentra-
tions in the upper 300 m of the ocean. Seagliders are alsdleapé estimating vertical water
velocity at their location, and important diagnostic of peenvection.

Using these Seagliders and several auxiliary datasetsestigated deep convection convec-
tion and the spring bloom. Satellite ocean color (SeaWiF®812008), sea surface altimetry
(TOPEX/Poseidon and Jason-1), meteorological reanapysiducts (NCEP Reanalysis Il, 1998-
2006), climatologies of hydrography (World Ocean Atlas 208nd mean dynamic ocean topogra-
phy (Maximenko and Niiler, 2004; Niiler et al., 2003) giveasiplly coarse but broad coverage.
situ hydrographic data from Argo floats (2002-2006) and K1 mapdata are spatially sparse, but
increase spatial sampling and long time series resolut@apectively.

The major themes of my thesis are the impact of freshwateherspring bloom, the strength
of high resolution glider hydrography, and observationeddies in the bloom and during deep
convection. This also constitutes the first usage of Seaglidrtical velocities to observe internal

waves and deep convection.



Chapter 2

PHYSICAL CONTROLS AND MESOSCALE VARIABILITY IN THE
LABRADOR SEA SPRING PHYTOPLANKTON BLOOM OBSERVED BY
SEAGLIDER

2.1 Introduction

Seaglider transects of the Labrador Sea have establisheddtection of a low-salinity cap in the
separation of the subpolar gyre from the West Greenland dayncurrent exerts strong control
over deep convection and deep water production (ErikserRdunaks, 2008). Here and in the next
chapter, we argue that the same freshwater cap controlothmadnt phytoplankton and zooplank-
ton production of the western subpolar Atlantic. With glbl&arming increasing the supply of
surface freshwater, both physical circulation and biaagproductivity of the region are likely to

be affected.

The Labrador Sea is the western branch of the subpolar gyreedfiorth Atlantic (Fig. 2.1a).
Here the biological system is subject to nutrient replemisht by some of the deepest mixing in
the northern hemisphere, as well as influences of mesoscadegses. The general circulation
within the Labrador Sea is cyclonic, characterized by dgnsopycnals and layers of distinct wa-
termasses in the boundary currents (McCartney and TalB&2;IYashayaev, 2007). The surface of
the boundary currents and the shelves are capped with \esty, fvery cold water of Arctic origins.
Extending from 200 to 800 m deep, encircling the Labrador Besarm, saline Irminger Sea Water
of subtropical origin. Labrador Sea Water formed duringpdeenvection fills the central Labrador
Sea from near the surface to 2500 m depth. Farther below IrhBlast Atlantic Deep Water and
Denmark Strait Overflow Water which, together with Labra8ea Water, make up North Atlantic
Deep Water. Boundary currents are concentrated on the @rekand Labrador slopes. Offshore
advection around the northern edge of the Labrador basir®aas two or more diffuse branches

(Fig. 2.1b). Deep waters are forced offshore by the shoatipggraphy, near the 3000-m isobath.



This boundary current separation is visible as an eddytikiemergy maximum (Fig. 2.1b). Further
outflow from the Greenland slope occurs near the 1000-m isolMithin this offshore advection
are found Irminger Rings, coherent mesoscale eddies thaharacterized by the fresh shelf waters
at the surface and Irminger Sea Water at intermediate depths

The 1997 Labrador Sea spring bloom was observed by Head (@08I0) from shipboard ob-
servations. They found two distinct bloom regions: the mdifoom, which had ended by their
sampling period (May-June), and the central Labrador Seanl which was active. Their study
also found low surface nitrate concentrations following ttorth bloom € 3uM to < 1uM in
places). They used their observations to relate the bloarndplankton activity, and found that the
timing of life cycles of the most abundant copep@alanus finmarchicysorresponded to the time
of the peak bloom, and that the north bloom region had thedsigbopepod biomass. Two other
works on Labrador Sea spring blooms focus on bloom timing, using SeaWiFS ocean color and
a numerical model (Wu et al., 2008) and the other using Se8\itel hydrography (next chapter).
These studies have the advantage of a long, daily time 44988-2003 and 1998-2008), but lack
in situ observations to make a direct connection with water-colgtratification or dynamics.

Recent studies in biophysical interactions have focuseshuail scale processes that may ver-
tically mix nutrients, increasing the surface supply fowngroduction (see review by Klein and
Lapeyre, 2009). Motivation for these studies is based oridba that simple basin-wide diapy-
cnal upwelling does not supply enough nutrients to supgm@tabserved productivity. Transient
mesoscale effects which may increase surface nutrientysupmgude the doming of isopycnals by
eddies—bending the nutricline into the euphotic zone abtds® of the eddy (McGillicuddy et al.,
1998). However, even mesoscale processes may be insufficisapport observed production. A
recent numerical study which included mesoscale but nahssbscale processes increased the sur-
face nutrient supply substantially, but was still 30% tow lehen globally-averaged (McGillicuddy
et al, 2003). Submesoscale processes, on the order of 1 tom Hedle, at the fronts surrounding
eddies or in narrow but long filaments may be responsible oeedingly large vertical currents
(on the order of 100 m/day) and associated nutrient trab$iglahadevan et al., 2008). The scale of
these features stretches current observational and reahkmits. While Seaglider data are insuf-
ficient to resolve the submesoscale, high-resoluiiositu observations of physical and biological

guantities may help identify processes that influence mtbdty, perhaps by supplying the miss-



ing nutrients. While production in the subpolar gyres isnaiily supported by nutrients upwelled
during deep wintertime mixing (Lévy, 2005), mesoscalecpeses are still active and potentially
increase net primary productivity.

In this chapter, we use the Seaglider, a long-range (6 mpatiisnomous underwater instru-
ment able to resolve mesoscale features in hydrographyiangpkics to 1000 m depth. Over 500
profiles of hydrography and bio-optics are available from $ipring and summer of 2005 in the
Labrador Sea (Fig. 2.1). We will show the influence of stredifion and basin-scale circulation, as
well as small scale processes in three regions of the Labi@ela, on the spring bloom and later

productivity.

2.2 Data sources & processing

2.2.1 Seaglider

The Seaglider is an autonomous underwater vehicle dewtlapéhe University of Washington
(Eriksen et al., 2001). It navigates using dead reckonird) @lobal Positioning System (GPS)
locators, receives instructions and transmits data vidriieim satellite system after each dive-
climb cycle. Profiles are made to 1000-m depth with an appnaiely 1:3 vertical to horizontal
slope. Relative to aspect ratios of physical features in_tiimador Sea (e.g. a 100 m mixed layer
depth divided by a largest Rossby radius of 10s of kilometershe related Prandtl ratigf /N
wheref is the Coriolis frequency anf the buoyancy frequency), a 1.3 slope is effectively veltica
The glider typically surfaces 6 km relative to the depthraged current from where it began its
dive. On its sawtooth trajectory, the glider sample-spgeiverages 3 km, but near the surface and
1000 m turnaround points, sampling is irregular, rangiragnfrLl00s of meters to 6 km. During a
single dive-climb cycle, sampling is done at variable tim&ivals, ranging from approximately
every 0.6 m in the top 150 m, incrementally reducing to 2.4emf250-1000 m.

In this observational program, 5 Seagliders were deploytdidren October 2003 and August
2005. Seaglider S/N 16, hereafter sg016, the focus of tlapteln was deployed 5 April 2005 from
Nuuk, West Greenland (62, 51.8W, Fig. 2.1). Moving at approximately 20 crm5and buffet-
ted by eddies, it followed a westward track alongl4nd then 900 km south along 88, reaching

the Labrador shelf around 20 June (Fig. 2.1). Along thiskirttte Seaglider measured temperature



and conductivity (Sea-Bird Electronics (SBE) custom sengoessure (Paine Corporation 211-75-
710-05 1500PSIA), fluorescence and optical backscatterT{alis custom ECO-BB2F puck), and
dissolved oxygen (SBE 43F Clark-type oxygen electrodeptDaveraged horizontal velocities are
calculated from Seaglider measurements, using a flight hizased on Seaglider hydrodynamics
and surface positions between two consecutive surfaciithaypical error of about 1 cms. Data

calibration details are given below.

Salinity

To conserve power and extend the range of the Seaglider,BRec8nductivity cell is unpumped.
The measurement relies on glider motion through the watpassively flush the conductivity cell.
The rate of flushing depends on glider attitude and speed;hadiépend on buoyancy. We esti-
mate this flushing speed based on the Seaglider flight modids@h et al., 2001) and use it to
apply thermal inertia corrections to the conductivity diatiéowing Lueck (1990). Relaxation con-
stants are determined by minimizing the along-isopycriémince between salinities of successive
climb-dive near the surface or dive-climb at depth. Thiscpssing reduces differences in salinity
but, because of uncertainty in the flight model and likeleet of small-scale turbulent motions
around the glider sensors, it does not remove all spike astdigsis artifacts. Remaining spikes are
removed (salinities below 30 and above 36) and resulting aa binned to 2 m resolution.
Potential density was then calculated using correctedisai, in order to determine mixed-
layer depths. Density profiles were first smoothed with a 20 owing depth boxcar. Mixed-layer
depths were calculated as the first depth where density i2Qime bin exceeds the surface 20 m bin
by at least 0.1 kgm?® (Lilly et al., 2003), an adequate threshold for the strongngpand summer

pycnoclines in the Labrador Sea.

Dissolved oxygen

The oxygen electrode sensor has been known to drift withintkuse [a decrease of 10-26ol L~!
per 100 days (Nicholson et al., 2008)]. For this reason nitast often calibrated by comparing mea-
surements tan situ bottle samples. The sensor used here was calibrated withionéhs of deploy-

ment, but oxygen concentrations were measured well belomaldor this region—subsaturated by



30% instead of 6% as observed by Kortzinger et al. (2008).cslibrated sg016 oxygen against
oxygen measurements from a repeat hydrographic sectiossatite Labrador Sea known\iviorld
Ocean Circulation ExperimerfitvVOCE) terminology as AR7W (Fig. 2.2a). AR7W measurements
were made with a rosette-mounted oxygen electrode that ems dalibrated against bottle sam-
ples using Winkler titration. Thirteen pairs of glider-AR/7profiles were found within 50 km and

2 weeks of each other (Fig. 2.2b-c). While these measuremegrie serendipitously close in space
and time, estimates of oxygen decorrelation scales (desthelow ing3) are shorter than 50 km,
and blooms can peak and decline within 2 weeks. Naturalbiitiain the AR7W oxygen profiles
was 10-15umol L~ and up to 3Qumol L~ for gliders near 300 m. We calculated the root-mean-
square error between calibrated Seaglider oxygen and ARA/fdr 6188 points of comparison,
to be 15.6pmol L1, In the absence of additional data available for calibratimd reasonable
factory-calibrated measurements, we used factory-edédr oxygen from a second glider sg015,
which travelled along nearly the same track as sg016 six Insoearlier, to complete the annual
cycle. Corrected data show surface saturation near equitibin the early spring, before the first
observations of elevated fluorescence, which quickly redcupersaturation of 5-10% in regions

with elevated fluorescence.

Fluorescence and optical backscatter

Fluorescence and optical backscatter relate to biologiclity, though conversions between them
to chlorophyll, phytoplankton biomass or other paramebéisterest are non-unique. Fluorescence
(F) is a proxy for the concentration of chlorophyill which fluoresces over a range of wavelengths
centered near 683 nm. The Seaglider WETIlabs puck excitesoglyll using a blue LED and
detects near-infrared fluorescence at 700 nm, but with a endegh band to pick up fluorescence
at 682 nm (Perry et al., 2008). The WETlabs puck measuretesogtat red and blue wavelengths,
700 and 470 nm [particulate backscatter coefficiép6700) andby,(470)].

In the absence of other measurements, fluorescence is aken to reflect biomass (carbon)
though this is not always the case. Carbon-to-chloroplatlbs are affected by photoacclimation,
phytoplankton size, species assemblage, and pigment mopgCullen, 1982). Even within one

region, the relationship between fluorescence and chlgtopteasurements may vary. Lutz et al.



(2003) found that the relationship between fluorescenceaatelr sample estimates of chlorophyll
in the Labrador Sea changed over the course of a few monthsenRbio-optics literature focus

on the measurement of particulate optical backscatterhwmiay correspond better phytoplankton
biomass in the open ocean, though the measurement can despather substances as well (Fennel

and Boss, 2003; Behrenfeld and Boss, 2003).

For our purposes, we have converted fluorescence and dmicks$catter volts into a “bloom in-
tensity” index with units of chlorophyll concentration ngian algorithm described below§2.2.2.
All figures and numbers in the text use F* ang* the bloom intensity index calculated from
fluorescence and backscatter. Seaglider estimates of Shearee and backscatter correlate well
(r? = 0.69, Fig. 2.3). There is more spread in the scatter near thecgu(fap 10 m, Fig. 2.3a) on
the Labrador slope (squares). Here, surface fluoresceraaekscatter ratios vary much more than
at 20-30 m (Fig. 2.3b). At 50-60 m depth (Fig. 2.3c), only tleethern region (triangles) exhibits

large values and the correlation is tight.

This variability in the fluorescence-to-backscatter rgfidy,,) appears as a diurnal cycle in the
surface layer (Fig. 2.4a). This is indicative of fluores@enoenching, a reduction in fluorescence
guantum yield, often observed during the daytime (Sacknedrah., 2008). The vertical extent of
guenching decreases with depth (Fig. 2.4b-c): backsdattearly uniform in the mixed layer, while
fluorescence has a subsurface peak in the mixed layer whitkages nearer the surface. Quench-
ing is reduced at depth because of light attenuation by veatérparticles (such as phytoplankton
cells). The diurnal cycle is strongest in the surface laggrging from F:lp, peak-to-trough ampli-
tude of 3 mg nv3 vs 1 mg nT2 at depth. The black filled hatched area is instantaneous PR,
calculated as in Sackmann et al. (2008) so that the intedrehch day’s iPAR equals the daily
value given by SeaWiFS satellites, by fitting a half-sinerfreunrise to sunset. Maximal quenching
in the Labrador slope region, that is, the lowest values bf,Foccur on average 0.3 hrs after the
peak in iPAR. (On 1000 m deep dives, the Seaglider only seidfavery~8 hrs so some aliasing
is expected.) The ratios show quenching in the daytime caiffy 70% relative to deep fluores-
cence to backscatter ratios, similar to values found by Back et al. (2008) off the Washington
coast. Because of our confidence in surface backscattezlaiimg with fluorescence, we will use

backscatter in regions where quenching is in effect.



2.2.2 Satellite ocean color and Seaglider bloom intensitiides

Though the Seaglider offers the strength of colocated phiaind biological measurements, space-
time aliasing can hinder interpretation of the data. We agellfe ocean color to place Seaglider
data in the large-scale bloom patterns of the Labrador Seaisat a daily, mapped 9 km resolution
SeaWiFS chlorophylt: product (Feldman and McClain, 2006). (For visualizatiotypim Fig. 2.5,

we used the merged SeaWiFS and MODIS (MODerate-resolut@ging Spectrometer) product,
at 8-day, 4-km resolution, which had better spatial covetag is considered an evaluation product
only.)

Comparing SeaWiFS chlorophyll with situfluorescence, Perry et al. (2008) found that Seaglider
fluorescence estimates of chlorophyll were three timesrgs ks concurrent SeaWiFS estimates off
the Washington coast. This is not altogether surprisingesthe SeaWiFS algorithm is still un-
dergoing revision to make it more accurate regionally. lkenmrnore, SeaWiFS measurements are a
9-km by 9-km spatial average while Seaglider estimates @ird pmeasurements. Boss et al. (2008)
found that APEX float measurements of fluorescence in theddalirSea agreed well with satellite
estimates over a 3-year period. While the relationship éehin situ fluorescence and SeaWiFS
chlorophyll is complicated and not yet fully resolved, wedased SeaWiFS chlorophyll to convert
fluorescence to chlorophyll concentration. In the abseffid®ible estimates of chlorophydl; we
relate Seaglider fluorescence and optical backscattera@/s& chlorophyll by creating a bloom
index of intensity. While this procedure does not guaranigmtitative accuracy, it makes possible

direct comparisons between data sources.

To calculate the bloom intensity index, we averaged Seagfildiorescence and backscatter
counts in the top 10 m, and created a SeaWiFS time seriesarbgihiyll by averaging measurements
within 2 days andt0.5> of each glider surface position. The methodology is sintitathat in
Sackmann (2007). We regressed the average backscattestapai SeaWiFS time series, and used
the coefficients to convert backscatter counts into unitshédrophyll [mg nT3]. The process for
fluorescence was similar, except that we only compared Sea\Wwhlorophyll with fluorescence
measurements made between 5 pm and 5 am UTC, to reduce ttteoéfieenching. We transform
the full fluorescence and backscatter data sets similarbre&fter, we will refer to the SeaWiFS

product as chlorophyll concentration and Seaglider asdkamnce, backscatter or bloom intensity.
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2.3 Basin-scale hydrography and productivity

The Labrador Sea may be divided into three distinct zonegdifdgraphy and productivity. (1) The
north Labrador Sea, above®band east of the Labrador shelf, has the earliest, mostsateloom.
This region is also the location of the highest biomas€aifanus finmarchicyghe most abundant
copepod in the region, and of the offshore-flowing brancthef\West Greenland Current. (2) The
central Labrador Sea is a site of deep convection with wintermixed layer depths ranging from
1000 to 2500 m. The spring bloom here occurs after deep cbamdtas ended. (3) The Labrador
shelves are ice-covered well into the spring, and have &dcéemelt bloom followed by a second
surface bloom. The Labrador Current on the shelf is extrerfiebh (S< 32) and separated from

the central Labrador Sea by an intense shelf-break front.

Sg016 travelled over 2000 km from April to August, 2005, digsieg the hydrography (Fig. 2.6)
and crossing the three productive zones at various stagksirrannual cycles (Fig. 2.5). Labrador
Sea climatological surface chlorophyll, 2005 surface ipbyll, and glider timing relative to the
local blooms for occupation of the three zones are showndnZb. Sg016 salinity, temperature,
bottom depth, fluorescence and a time series of surface binemsity for the entire glider section
are in Fig. 2.6. From this record, north Labrador Sea hydyglgy is similar to deep West Greenland
Current water because of the offshore flow of freshwater fodeep boundary currents. This region
has a fresh surface and warm, salty subsurface layer (Fdg.Nbrth). The central Labrador Sea
bloom occurs in a warm layer above a deep homogenous laygrdB: central LS). The influence

of these physical characteristics on productivity will lescribed further in later sections.

The 2005 spring and summer were different than climatoladiat the north bloom was weaker
than usual (Fig. 2.5a and d). The 2005 central Labrador Smarbhnd decline were similar in
magnitude to climatology (Fig. 2.5b, c, e, f). The glidersged through the north region during
the local peak bloom and decline (see Fig. 2.5g). Continemghward along 58V, it skirted the
western edge of the central Labrador Sea and encounterecbadsey bloom near 581 on the
Labrador slope (Fig. 2.5h). During this time, it also crassato the Labrador shelf twice. On the
shelf, it observed a thin, subsurface phytoplankton lalyigy. 2.5¢). Upon leaving the shelf a second
time, the glider measured a persistent productive regidheatabrador shelf-break front after the

local bloom had declined (Fig. 2.5i).
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Glider bloom intensity in the top 20 m covaries with SeaWilt®ace chlorophyll (Fig. 2.6e)
though Seaglider fluorescence is more variable, in partusecaf the spatial averaging intrinsic
to SeaWiFS measurements. While the north bloom was lesssmtihan the central Labrador Sea
bloom, as estimated by bloom intensity near the surfacehedafegrated chlorophyll estimates are
similar in the two regions: with a meah standard deviation of 712437.5 mg nT2 in the north
(for 151 profiles), and 71#422.0 mg n7? in the central Labrador Sea bloom (for 139 profiles).
These compare well withn situ estimates by Cota et al. (2003), who found integrated chloyl
concentrations of 9955 mg nT?2 in May-June 1997 (76 profiles), while wintertime values were
47438 mg nT 2 (74 profiles).

Decorrelation length scales for mixed-layer average pimseare all less than 100 km, and
closer to 5-20 km (Fig. 2.7a-c). Mixed-layer concentratiai fluorescence and oxygen are very
variable, while salinity and temperature have lower fremyévavenumber changes (Fig. 2.7a).
This is quantifiable by calculating autocorrelations foxed layer properties, shown in Fig. 2.7b
and c. The two regions shown here are the north bloom, from6%Q0km, which is characterized
by fresh eddy-like features of 15-30 km scale (describedhénrtext section) and the early central
Labrador Sea bloom, which is in a relatively homogenousjugfly warming mixed layer. In both
regions, biological variables (fluorescence and oxygenpudelate more rapidly than salinity and
temperature. Contrasting the two regions, the north bloemperature and salinity decay more
quickly than the central Labrador Sea. This is a consequehtke glider passing through the
eddy-like structures, which have characteristic scaldbe80 km (described further below).

Drifter studies of correlation scales in physical (temp@e) and biological (chlorophyll) vari-
ables have shown that the phytoplankton distribution isngfly affected by physical processes
(Abbott and Letelier, 1998), however at longer time scdddpgical processes appear to dominate.
Also in the California Current system, Denman and Abbotd@%ound rapid decorrelation (after
1 day) at length scales of 12.5-25 km while at larger scalemg 7-20 days. While the decorrela-
tion scales calculated here were described as decorrelatigth scales, sg016 was moving in space
and time. Moving at typically 18 km a day, it is aliasing a sglalecorrelation with the temporal
decorrelation. Hence the spatial interpretation herei@pplarticularly to regions where properties
are changing slowly. Overall, short decorrelation scalesvsthe strong heterogeneity in biologi-

cal properties within the mixed layer, emphasizing the rfeedhigh-resolution measurements like
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those by Seaglider.

Surface oxygen, an indicator of time-integrated net priddoanodulated by physical mixing,
also covaries with fluorescence bloom intensity. Fig. 2@\&hSeaglider oxygen for October 2004
through August 2005 averaged in the top 40 m. Wintertimeeshre lower, and subsaturated by
10%, likely because of deep mixing of surface waters witathetly oxygen-depleted deeper water.
In the spring bloom, oxygen becomes supersaturated by 54t0¥e end of April, and again at
the later observations of high productivity. The annualleysompares well with measurements
by Kortzinger et al. (2008) on a mooring in the southwestradbr Sea (563N, 52.6'W) during
the same time range. They found wintertime saturation weoeitas6% undersaturated, because of
convective mixing with subsaturated deep water, and sgriogms up to 10% supersaturated. In
later sections, we have used oxygen saturation relativaitwefcence to comment on the likely

time-history of productivity.

2.4 Mesoscale biological and physical features

2.4.1 North bloom & mesoscale eddies

As mentioned above, the north region has the highest eddti&ienergy in the Labrador Sea.
Seaglider observations of high fluorescence appear to belbevithin and around several mesoscale
eddies that had originated in the West Greenland Currenthé\glider was making observations, it
was deflected by strong horizontal currents into the patiwshio Fig. 2.9. The glider can typically
correct for currents up to 20 cnT§, but it experienced currents up to 40 cmi §Fig. 2.9). Compar-
ing track deflections and altimetry, it appears as thougér, 588 W and 63N, the glider encountered

a cyclonic-anticyclonic eddy dipole. Sea surface heighasavdepressed then elevated (not shown),
resulting in alternating surface geostrophic currentaglan altimeter track (Fig. 2.9b, black line
and arrows). Coincident with the anticyclone were very loixad-layer salinities (Fig. 2.9a, lens
4). Here, we refer to the features as fresh “lenses” if thedrbgraphic properties match those of
Irminger Rings but sea surface height data showing the glsttucture is lacking. Without such
evidence, it is possible that the features are instead thimdints of water, retaining the watermass
properties but not the dynamic structure of a vortex eddy.

Fresh lenses were identified by applying a threshold sgalgiadient along the glider track
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(Fig. 2.9a). Two of them appear sequentially in the glidéadmt, in this mapped view, clearly are
the same physical feature (lenses 2a and 2b). The 4 distastt lenses have core salinities less than
34.2 and temperatures less th&€aFig. 2.10b, c). At 400-800 m, these lenses also have warm,
salty cores of Irminger Sea Water (Fig. 2.6a, b), indicatiraj they originated in boundary currents.
Their hydrography is consistent with Irminger Rings, ca@mervortex eddies that may or may not
have a fresh surface layer, but do have a warm, salty layérévit 3.59 — 4.75° C (Lilly et al.,
2003; Rykova, 2006). Along the Seaglider track, the fresisds are up to 30 km wide (Fig. 2.10).
While we do not know the orientation of the glider through aie this is consistent with typical
scales of Irminger Rings 15-30 km across (Lilly and Rhin€¥)2 Prater, 2002; Rykova, 2006;
Hatln et al., 2007).

Generally, high fluorescence was confined to the low-sglgutface layer of the eddies (Fig. 2.6a,
d). The low-salinity layers result in a shallower mixeddaylepth which, for the first time in this
record, brings the mixed layer depth above Sverdrup’scatitiepth (Sverdrup, 1953), a condition
required for a spring bloom (not shown). This demonstratesimportance of buoyant freshwa-
ter layers associated with the offshore advection of thenbary currents and eddy flow. In the
first three lenses, fluorescence, backscatter and dissokyggbn are uniform in the mixed layer
(~ 3 —4mg m3, and oxygen supersaturated), then decay in the 20 m belgwZHi1). The fourth
lens has supersaturated oxygen in the mixed layer thougreicence has returned to background
values. Oxygen-to-fluorescence ratios can indicate diffestages in the life-cycle of a bloom
(Nicholson et al., 2008). As a bloom develops, oxygen anddstence increase. Once the bloom
peaks and decays, fluorescence decreases but oxygen fuadicsa remains, until consumed by
respiration or reduced by gas exchange and physical miXihg suggests that anticyclone lens 4
had recently experienced a phytoplankton bloom. That tigkeigtlid not observe high fluorescence
in lens 4 may be due to the decline of the local bloom, as ecelby the annual cycle of SeaWiFs
chlorophyll in Fig. 2.5g.

For lenses 1, 2a and 2b, observed during the local peak blobie Wuorescence was still
elevated (Fig. 2.5g), we separated glider profiles intodtiaken within the fresh core of the lenses
and those between the fresh cores. Averaging these veptiofiles together, we compared salinity
and fluorescence bloom intensity (Fig. 2.12). By constamgtthe salinity inside the lenses is lower

(by about 0.15), while the fluorescence bloom intensity ghbr at the edges of fresh lenses (by
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about 0.5 mg m?). There is overlap between variance in the fluorescencelgsphown by the
shaded areas (1 standard deviation at each depth level)wiflegange in fluorescence is partially
explained by the bloom decaying in time, as can be seen by aengpfluorescence levels in lens
2a with 2b (Fig. 2.11a, last column). The vertical profile abflescence from lens 2a is higher than
from 2b (about 4 days later) by about 0.4 mg‘n

Discussion.Eddies can have several effects on productivity and meamunts of chlorophyll:
strong haline stratification of the eddies stabilizes thdase layer, creating shallow (20-50 m)
mixed layers; horizontal advection of nutrients from theyefbrmation region (Lévy, 2003); verti-
cal velocities associated with eddy-pumping or eddy-wifielcés may increase the nutrient supply
to the surface, bringing deeper, nutrient-rich waters thi® euphotic zone (McGillicuddy et al.,
1998; Siegel et al., 1999; McGillicuddy et al., 2007; Mahaeet al., 2008); or, eddies may simply
stir laterally a pre-existing patch of chlorophyll, resudf in high-wavenumbers but no additional
production. For a recent review of mesoscale and submdsosehanisms for vertical mixing,
see (Klein and Lapeyre, 2009).

From Seaglider observations, we found high fluorescenceirwénd at the edges of eddies.
Since nutrient data in the region are poor, we cannot addvesther the eddy is horizontally ad-
vecting high-nutrient water from the Greenland shelf to dpen north Labrador Sea. The haline
stratification does result in shallower mixed-layer deqtiem water further from the eddies. If it
were not for the higher fluorescence at the eddy edges tharctmers, it would be possible that
stratification is the only influence these eddies have on tiygoplankton productivity. However,
the higher fluorescence at edges suggests the possibld mlgaeffects—either simple eddy-wind
effects described in McGillicuddy et al. (2007) who obsergh fluorescence concentrated in the
edges of a subtropical North Atlantic eddy or the nonlinekm&n effect outlined in Mahadevan

et al. (2008).

2.4.2 Central Labrador Sea & thermal warming

The central Labrador Sea bloom was observed between Jured1luly 12, 2005, along 58V on
the Labrador slope. Along this track, from mid-May to Juiteg surface waters gradually warmed

from less thar8® to greater thars°C (Fig. 2.6b). Comparing the time series of sea surface tem-
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perature from Advanced Microwave Scanning Radiometer thEQbserving System (AMSR-E)
through cloud observations (not shown), most of the chamgemperature that the glider observed
was due to the annual cycle of sea surface temperaturey therethe glider traveling southward
through a gradient in temperature (Wentz and Meissner,)20@4ontrast, the gradual salinification
of surface waters (from 34.5 to 34.7) was most likely due toaaignt in sea surface salinities.

Like the north bloom, the central Labrador Sea bloom waseainated in the mixed layer (top
40 m), with a decay over the next 30 m to near background l€¥&ds 2.11b). Fluorescence and
backscatter values are nearly uniform in the mixed layet (8g nT> bloom intensity), consistent

with a surface concentrated bloom in an actively mixing faye

Discussion. Following 1000-2500 m deep winter mixing, surface nutriexwels are expected
to be high. This contrasts with the north bloom, where wintex mixed layers are confined to the
upper 200-300 m. A primary difference between the north @mdral Labrador Sea is the source of
stratification: warm or fresh. In the central Labrador Skarmal warming was key to stratifying
the surface layer, while the north bloom was strongly haditratified. The balance of haline vs
thermal stratification is best shown by comparing buoyamonaaly in the two regions between the
surface and a reference depth. While the central LabradoisS®th thermal- and haline-stratified
(warm and fresh), the north bloom is stratified in spite oftaleiizingly cold surface waters (very
cold and very fresh) (Fig. 2.13). Maps of buoyancy anomalydd m show that this difference is
consistent between the north and central Labrador Seadndiee entire subpolar North Atlantic

(Bailey et al., 2005).

Thin layer in Labrador Current

In the pycnocline on the Labrador shelf, the glider obseé&dm thin layer of high fluorescence
and backscatter (up to 1500 fluorescence counts, or 10 migpfrchlorophyll in bloom intensity).
This subsurface fluorescence maximum is not visible in SE&&hlorophyll (Fig. 2.5), nor does it
appear in the time series of glider bloom intensity indexiclwiwas calculated in the top 20 m to
compare with SeaWiFs. The glider observed the thin layewalbcations, both on the Labrador
shelf: the first excursion onto the shelf was at 88l457.8W on June 22, 2005, and the second
at 54.8-55.1N, 54.1-54.6W on July 15-16, 2005. Both times were after the local surtdoem,
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which occurs in late May to early June (Fig. 2.5i).

The thin layer was visible in fluorescence, oxygen and battescprofiles (Fig. 2.11c), and can
be seen in the swath of fluorescence from the entire sectign ZFed, circled in red). From the
profiles, it is clear that the thin layer is located within geface pycnocline. Oxygen is also ele-
vated, but peaks more shallowly than does fluorescence lyt &by, and still within the pycnocline
(Fig. 2.11c).

The thin layer is at distinct isopycnals in the two excursionto the shelf. All profiles from the
two occupations of the Labrador shelf and showing a thinrlaye in Fig. 2.14 row 3, fluorescence
in isopycnal space. The layer varied from 15 to 30 m depth ibuthe first encounter with the
shelf (1500 m along track, Fig. 2.6), it was at the 1027-19Xg. m isopycnal, and at the second
encounter (1900 km along track), it was at the 1025.5-10R§.Bn2 isopycnal (Fig. 2.14). The
earlier, more northerly observations are at a deeper is@gbytban the later observations but both
thin layers were approximately 5 m thick.

Discussion. Subsurface chlorophyll maxima were identified in the estl@rofiles of chloro-
phyll. Mechanisms for their creation are reviewed by Cullg882), including subsurface chloro-
phyll maxima that are not representative of maxima in biesnamxima created by density gradients
alone, maxima resulting from depth-differential grazifigaoplankton, sinking and aggregation, or
the intersection of the nitracline and euphotic zone. Tha tain layer has been used more recently
by Franks (1991) to refer to microscale layers of phytoplanion the order of 10s of centimeters.
Mechanisms for the creation of a subsurface layer includesthking of a productive layer out of
the photic zone or physical shearing of an initially thickerer (Dekshenieks et al., 2001; Alldredge
et al., 2002; Stacey et al., 2007; Ryan et al., 2008; Birch. £2@08).

On the eastern shelf of Greenland, thin layers were fountvileae not limited by surface
nutrients, i.e. not at the intersection of the euphotic zand nitracline (Waniek et al., 2005).
The authors suggested that the thin layer results from angjntyer of biomass or pressure from
grazing zooplankton. Nitrate observations on the centaddrador shelf in late May 1997 showed
high surface nitrate levels (54/M) (Head et al., 2000). On the more southerly Labrador shelf
(52°N in early June), surface nitrate was below¥ in the top 10 m but ;uM at 25 m. If nitrate
distributions were similar in 2005, then the Seaglidereotasd thin layer could be in the intersection

of the pycnocline and nitracline.
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On the other hand, if the two glider excursions onto the shigdierved a continguous thin layer
feature within the Labrador current, then surface intesgihearing of an initially thick layer of
plankton would explain the observed upstream measurerbeirtg at a deeper isopycnal than the
downstream measurements. Progressive shearing of aidlynikiick patch would result in thinning
with time as well, however, which was not observed (bothisipeing about 5 m). Still, it is possible
that the thin layer had achieved a steady-state balanceebrtahearing and diffusion, resulting in
a constant final thickness (Birch et al., 2008).

Finally, including the oxygen record as well, the peak of gy at a shallower depth than the
fluorescence peak suggests a progressive sinking of theigihesl layer. Oxygen levels reflect
time-integrated net productivity, suggesting that praucwas higher in the shallower layer. High
fluorescence in the lower layer without accompanying higiigex could indicate that the thin
layer is progressively deepening during the glider obsema. Since the glider did not collect
nutrient data, we can not speculate as to whether the simkasgiue to nutrient control, zooplankton

predation or aggregation at a level of neutral density ferghytoplankton.

Shelf-break front productivity

As the glider left the Labrador shelf for the second timeréated a high-resolution swath of hy-
drography and bio-optics in the shelf-break front, seerha éntire Seaglider section (Fig. 2.6)
and in salinity and fluorescence alone (Fig. 2.15). At thatfie a 20 m thick high fluorescence
layer, sandwiched between the 34.35-34.45 isohalinesvbigle mixed layer from 30-50 m deep
but varying with the depth of the front. Both fluorescence badkscatter are elevated (Fig. 2.11),
though fluorescence decays more rapidly with depth than daelsscatter. Oxygen peaks above
fluorescence by a few meters, and decays even more rapidiytes fluorescence.

In contrast to the thin layer within the Labrador Curreng #helf-break front productive layer
outcrops several hundred kilometers from the shelf, at @¢894n isobath. This outcrop is visible
in SeaWiFS ocean color as a narrow along-slope region oatdwhlorophyll, lasting well after
the primary Labrador slope and central blooms (Fig. 2.5f0h the northern section, the front is

steeper, aligning with the 34 outcropping isohaline.

Discussion. Fronts can be both sites of high productivity through upivgliof nutrients and
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sites of downwelling of biomass, contributing to the bidta pump (Franks, 1992; Flierl and

Davis, 1993; Spall and Richards, 2000; Allen et al., 200%)isTront is also a watermass boundary
separating the deep boundary currents and Labrador shiedintuWhile Seaglider did not collect

nutrient data, historical observations by Head et al. (2880wed variations in nitrate concentration
around the shelf-break front. At 58, they found depleted nutrients near the surface in earig Ju
while, on either side, surface nitrate was 2481 higher. This is in contrast with the expectation
that the front supplies additional nutrients to the surfacdess productivity is also elevated to a
point that nutrients are depleted very quickly. Here, olmgsns of deep fluorescence along the
frontal isopycnals suggest some downwelling of biomasdlewthe persistent fluorescence even
after the surface bloom has decayed may suggest additiot@mt sources. Oxygen peaks above
fluorescence and backscatter by a few meters, and decaysapaily, possibly because shallower

phytoplankton may be more productive, having access to hgire

2.5 Conclusion

Sg016 crossed the Labrador Sea during the spring and sunir@@0s, making coincident high-
resolution measurements of salinity, temperature, flo@mse, optical backscatter and oxygen
along a sawtooth path. Along the transect, it crossed dedistanct biogeographical regimes. The
north Labrador Sea bloom is early and intense, producinggtbkatest quantity and biomass of
zooplankton in the region (Head et al., 2000; Frajka-Witilaand Rhines, 2008), a consequence of
surface low-salinity water advected from the Greenlanchidawy current as eddies plus background
mean flow. The central Labrador Sea blooms once thermal wagrhas stratified the surface layer
after deep convection.

In the north Labrador Sea, where the deep boundary curnemesrse the northern edge of the
Labrador basin, the glider observed high fluorescence aygkeoxsaturation within and at the edges
of fresh surface lenses associated with Irminger Ring$, miked layer depths about 40-50 m, shal-
lower than surrounding water. The first effect of these exjdis part of the mean offshore advection
of low-salinity water, is to increase surface stratificatiwhich allows the early northern bloom.
While eddies at this latitude are only 15-30 km in diametéhthorizontal resolution Seaglider

profiles were able to describe their structure and bioldgitfuence. Velocities> 30 cm s}
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prevented sg016 from crossing directly through the eddyitbwas able to distinguish between
properties within and between the eddies, showing thatdbeence was elevated at eddy fronts.
This finding, combined with eddy concentration explainirfggation of interannual bloom variabil-
ity (Frajka-Williams and Rhines, 2008) suggests that esldie also responsible for increasing the
supply of nutrients in the surface layers of the ocean.

The central Labrador Sea bloom was observed along its westhge on the Labrador slope.
This bloom occurred once the region had been thermallyifebchand, in 2005, had a higher surface
chlorophyll concentration than the north bloom (which ipitally the larger bloom). However,
Seaglider estimates of depth-integrated chlorophyll enda between the two regions:
71.4+37.5 mg n72 in the north, and 71:422.0 mg nT2 in the central Labrador Sea bloom.

Two subsurface high fluorescence layers were observed dmabrador shelf: a thin layer within
the equatorward Labrador shelf current and at the Labrdd®f-break front. In the very fresh, cold
Labrador Current, sg016 found a layer of high fluorescenceatbase of a thermally-warmed
mixed layer. This thin layer had chlorophyll values of up ®riignT3 and, while only 5 m thick,
was persistent. Seaglider made two excursions onto thé steeghly 1 month apart, finding that
the thin layer present at denser isopycnals upstream jramthless dense isopycnals downstream
(south). Phasing of oxygen and fluorescence (oxygen peallewhr than fluorescence) suggests
a deepening of the productive region through the pycnogctinesibly also through the nutricline as
surface nutrients are depleted.

The Labrador shelf-break front was home to a second sulesutéyer of high fluorescence,
backscatter and oxygen. This layer was sandwiched witlbiyisnals defining the front, and out-
cropped at the 1000-m isobath, where it was visible in Se®#itean color. The deep occurrence of
high fluorescence is suggestive of a downwelling of biomasdle the persistence of fluorescence
after the surface bloom had decayed may suggest an upweflimgtrients.

While our understanding of the link between physical preessnd biological productivity was
limited by the absence of nutrient data, high-resolutiota dia horizontal and vertical space from
sg016 allowed an unprecedented vievinaditu physical-biological connections in the Labrador Sea.
Calculations of decorrelation length scales showed th@odgical variables decorrelated on scales
of 20-30 km, emphasizing the need for high-resolution olzgems. This study complements the

larger-scale, longer term observations by satellite (Walgt2008; Frajka-Williams and Rhines,
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2008) by illuminating mesoscale physical and biologicaktdiees that may be responsible for large-

scale bloom patterns.
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Figure 2.1: The Labrador Sea is situated between Labrad@amada and Greenland. (a) The
glider track in the Labrador Sea and (b) climatological sediase salinity, eddy kinetic energy
and mean surface currents. Landmasses, locations andniettity contours at 1000 m inter-
vals are marked. Distance along the glider track is markddiameters, indicated by diamonds
along the track. Sea surface salinity is from the World Ockthas 2005, March (blue colormap);
eddy kinetic energy is from the Aviso velocity anomaly prod(L992-2007, grayscale colormap)
and mean currents from the Aviso mean velocity product (42827, pink arrows). The altime-
ter products were produced by Ssalto/Duacs and distriboyedviso, with support from Cnes
(http://www.aviso.oceanobs.com/duacs/)
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Figure 2.2: Seaglider oxygen electrode measurementgatdibagainst measurements taken dur-
ing the AR7W repeat hydrography section. (a) Calibratedglser (gray, solid) and ship cruise
measurement profiles (black, dashed) are paired based amahidistance in time and space
(within 50 km and 2 weeks). Profile locations are shown atsgen the inset map—black is
the AR7W cruise, gray is the glider track. (b) Scatterploglder oxygen against AR7W oxygen,
with 2 = 0.31 for a linear fit between the two and rms-difference of/ifiol L~!. Each point
represents a pair of measurements from a cruise profile &t girofile, from the same depth. The
largest divergences between Seaglider and ship measursearenn the surface layer.
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a) 0-10m . b) 20-30m ¢) 50-60m

F* [mgm™]

Figure 2.3: Scatterplots of fluorescence bloom intensity (5. by, bloom intensity (lp,*) for
profiles from 4 productive regions, the north slope, ceriteddrador Sea, Labrador shelf thin layer
and shelf-break front (indicated by symbols along the tiadke inset map). The first two regions
(black triangle and black square) are mixed-layer bloomigevthe second two are subsurface (gray
diamond and circle). Observations were binned by depth0-) m, (b) 20-30 m, (c) 50-60 m. At
the surface (a), F* and,p* are high, with large spread (loose correlation) especialthe Labrador
slope region({J). In deeper bins, the relationship between F* apgd ks tighter. By 50-60 m (c),
only the north bloom4\) has high values.
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Figure 2.4. a) Near-surface (0-10 m, black line) and dee@r30 m, gray line) values of
fluorescence-to-backscatter ratio f;band SeaWiFS iPAR (instantaneous incident light, hatched
regions, described if2.2) for July 4-9, 2005. Lower surface Flratios are observed during the
day (higher iPAR), indicative of fluorescence quenching.Qfhy and night vertical profiles of F*
and b, show the depth range over which fluorescence is quenched @}3while b, is relatively
constant in the surface layer.
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Figure 2.5: Comparison of climatological and 2005 surfacrophyll (rows 1: a-c and 2: d-
f, with glider track marked in gray), and glider chlorophyfieasurements in the top 20 m with
SeaWiFS chlorophyll annual cycle (row 3: g-i). The threediperiods for each column are roughly
one-month long and correspond to the glider location higiftéd in red in row 2. In this way, the
spatial pattern of chlorophyll while the glider made a singack of measurements is revealed. For
the annual cycles in row 3, SeaWiFS chlorophyll (green)asnfthe location in row 2, allowing a
direct comparison between Seaglider measurements andiSgawliere the Seaglider chlorophyll
is highlighted in red. Row 3 shows when the Seaglider medsthrophyll relative to the local
bloom timing. From (g) the glider observations during thegion and time were during the local
peak and decline of the bloom. From (h) the glider observextarglary peak for this region. From
(i) the glider made observations after the local peak bloanhdeclined.
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Figure 2.6: The entire section of Seaglider salinity (a) pot&ntial temperature (b) to 2000 m, un-
derlying bathymetry along the track (c), fluorescence blaaemsity to 100 m (d) and bloom inten-

sity indices (e). High-fluorescence regions along the teekhighlighted in gray: the north bloom

(300-800 km), central Labrador (1300-1900 km) and Labratieff and front (1900-2000 km). The

north bloom has a watermass signature similar to the WestrtBred Current (fresh surface, and
subsurface core of warm, salty Irminger Sea Water). Theadoabrador has a warm surface layer.
The Labrador shelf is very cold and fresh. (d) The thin layethe Labrador shelf is circled in red

on the fluorescence panel. (e) Ocean color within 2 days éndélyrees of the glider surfacing

locations are included on the plot of F* ang)h
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a) Mixed layer properties
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Figure 2.7: Auto-correlations between mixed-layer prapsr Panel (a) shows the mixed-layer
salinity, temperature, fluorescence and oxygen saturédiothe entire Seaglider 16 record. Panels
(b) and (c) are lag correlations as a function of distancagtoack for each variable, within two
regions (shaded in panel (a)), the north Labrador bloom amtl qf the early central Labrador
bloom. In the north bloom, where mesoscale eddies of diammeét@ km were present, all properties
decorrelated more quickly. In the central Labrador Sedogical properties decorrelate much more
rapidly than salinity or temperature. Temperature in pakdr was affected by seasonal warming so
that, later in the season, decorrelation length scalesaserto 100 km (not shown).
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Figure 2.8: Surface (0-40 m) time/space series of oxygemarmation and saturation measured
by Seaglider 15 (October 2004-March 2005, dashed tracksit imap) and Seaglider 16 (April -
August 2005, solid track in inset map). In the winter LabraBea, productivity is absent or very low
due to low light levels. During deep convection (Januargdigh March), surface waters are mixed
with oxygen-depleted waters below, decreasing saturatidi9% subsaturated. During the spring
bloom, oxygen levels soar, becoming supersaturated bysdithe end of April, and remaining
supersaturated through the end of the record (mid-AugUs$thugh supersaturated everywhere in
spring, oxygen concentrations decrease from April to Atiduse to warming.
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Figure 2.9: Spatial map of glider observations of 4 freslsésrand surface velocities. (a) Each pro-
file is marked by a circle. Gray triangles are within freshskesy open triangles are outside lenses.
From this map, lens 2a and 2b are the same physical featyrélier-estimated 0-1000 m depth-
averaged currents (gray arrows) and surface geostroplicities from an along-track-gridded al-
timetry section (black arrows) show the anticyclonic lens4ider direction of travel is shown by
the small black arrowheads along the track. Along this suthe glider was deflected from straight
lines to the west, northwest then south directions by oceariats.



30

psu
34.6

34.5 1 salinity
3444
34.3 -

Fluorescence

34.5
34.0
33.5
33.0
325

100 = :
o -b) Temperature

5
4
50 - 3
2
‘ 1
100 —t
0 -C€) Oxygen saturati
gl
I 1.05
Depth
[m] 50 7 ‘ 1.00
i
- 0.95
100

o -d) Fluorescence* !

50 -

100

300

Distance along track [km]

Figure 2.10: Hydrography and biological data from Seaglidghe north bloom: salinity (b), po-
tential temperature (c), oxygen saturation (d), and flummese bloom intensity, F* (e). Highlighted
in gray are five observations of four fresh and cold lenseghéti F* and oxygen saturation values
are seenin lenses 1 and 2. Additionally, oxygen is elevatéehises 3 and 4. (a) While F* is higher
in the lens region than the 100 km at the beginning of this, gome of the highest F* values are
observed at the edges of lenses 1 and 2a, and lenses 2a and 2b.
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Figure 2.11: Vertical profiles of salinity (column 1), potieh temperature (column 2), dissolved
oxygen (column 3), backscatter-derived bloom intensiojujain 4) and fluorescence-derived bloom
intensity (column 5) for the four productive regions: nostbpe (row 1), Labrador slope (row 2),
Labrador shelf and thin layer (row 3) and shelf-break frooi(4). Mixed-layer depths are indicated
by the dotted lines. Inset plots show the glider track, peqgfibsition and the date the profile was
taken. For the north slope, profiles are in lens 2a (dotted)2dn(solid), to show the similarity of
properties there. SeaWiFS chlorophyll estimates at the &md location nearest the glider profile
are shown at the surface in the fluorescence plot (column Blpak stars.
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Figure 2.12: Mean vertical profiles of (a) salinity and (bpfiescence bloom intensity inside (black)
and at the edges of (blue-gray) lenses 1-3 in the north rediower salinities are in the lenses by
definition, while higher average F* values are at the edgelseofenses. Shaded regions around the

profiles indicate one standard deviation.
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Figure 2.13: Buoyancy anomaly to 250 m due to salinity andoemature shows the relative con-
tributions of haline and thermal stratification. Negatiweyancy anomaly is stabilizing, positive
destabilizing. Total buoyancy anomaly is indicated by tlstaghce of a point from the dashed line
labeled “Total unstable/total stable”. Triangles are fo# horth bloom region while squares are
the central Labrador. In the north region, salinity staleti in the presence of very cold, other-
wise destabilizing surface temperatures. In the centrhfddor, both temperature and salinity are

stabilizing.
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Figure 2.14: Fluorescence bloom intensity on isopycnalénduthe first shelf crossing (a) and
second shelf crossing (b). The lower panels show the botpthdbeneath each glider profile. The

inset map shows the glider track, the 500 m isobath and thexeursions onto the shelf.
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5 a) Salinity and fluorescence at 80 m
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Figure 2.15: Salinity (shaded and solid line) and fluoresedsioom intensity (circles and dashed
line) at the shelf-break front. (a) Line plot of salinity aid at 80 m depth shows the relative
position of the front (high gradient in salinity) and peakoflescence. (b) The Labrador current is
on the shelf, and very cold and fresh. Density contours of inkg (thick gray) and 0.25 kg m?
(thin dashed gray) are marked. Fluorescence bloom inyjewsis gridded to 5 km along track and
5 m in depth for plotting purposes. Large circles indicate-F*2 mg m3; small circles indicate
F*> 0.9 mg m2. From 75 m along the track (1000 m water depth), F* is in théeser40 m, while
on the shelf (0-50 km along track), F* is elevated in the tlaipelr at 20-30 m depth. At the front
(50-75 km along track), high F* to 80 m is observed on the 34ipshaline.
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Chapter 3

PHYSICAL CONTROLS ON THE INTERANNUAL VARIABILITY OF THE
LABRADOR SEA SPRING PHYTOPLANKTON BLOOM USING SEA-VIEWING
WIDE FIELD OF VIEW SENSOR (SEAWIFS)

3.1 Summary

The spring phytoplankton bloom in the north Labrador Se#&udan intensity by a factor of 4 and
in timing of onset by 3 weeks over the 11-year record from S€&/¢atellite ocean chlorophyll,
1998-2008. This north bloom (north of @9 and west of the Labrador shelves) is earliest and
most intense, owing in part to the offshore-directed fremtewstratification from the West Green-
land Current. On interannual timescales, significant ¢atioms were found between variability of
bloom intensity and physical processes, namely the ofésfreshwater advection, eddy activity and
river and ice melt runoff from Greenland. In contrast, thetca Labrador Sea is later and weaker.
No physical indicators for bloom intensity were found faistregion, and 50% of its onset variance
could be explained by surface irradiance. As the subpolag gfyifts in strength and shape, freshwa-
ter outflow from the Arctic and Greenland change, we may exjpether changes in the biological

response as indicated by these relationships.

3.2 Introduction

Oceanic phytoplankton produce about half of the atmosfthexygen and form the basis for the
oceanic food web. With SeaWiFS chlorophyll, it is possildddok at the dynamics and spatial
structure of the spring bloom in remote areas such as theadabrSea. The multiyear record
(1998-2008) allows examination of connections betweenrophyll activity and natural physical
variability, as well as a first look at possible responseddbaj warming trendsln situ observations

identify the importance of the buoyant surface layer in ttadbiador Sea spring bloom (Frajka-

Williams et al., 2009). Freshwater in the subpolar Northaatic is highly sensitive to global change,
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and one of the focuses of this paper.

The spring phytoplankton bloom in the subpolar North Atlaudiominates the annual cycle of
chlorophyll. In the western subpolar gyre winter, deep maxieplenishes surface nutrients, likely
from Antarctic Intermediate Water (Lévy, 2005), but ligimitation restricts growth. This contrasts
the oligotrophic subtropical North Atlantic where the aaheycle of surface irradiance is reduced,
and nutrient levels in the subsurface reservoir are loweith e arrival of spring, mixed-layers
shoal and irradiance increases. The bloom begins once ymikeetic production exceeds losses.
Eventually, the bloom is arrested by competition for nutiseor pressure from grazer populations,
peaks and declines.

Both the timing and magnitude of the bloom affect the transfenergy to higher trophic levels
(Townsend et al., 1994). The match/mismatch hypothesigdmst predator and prey cycles states
that the survival of higher trophic levels with time-vargitife stages depends on food availability
at critical periods (Conover et al., 1995). The magnitud¢hefbloom, measured as peak bloom
or integrated productivity over the duration of the bloorantifies the transfer of energy from
sunlight to chemical energy, and the amount of energy dail® higher trophic levels.

Several physical effects are known to impact bloom timingraductivity, primarily light and
stratification (Sverdrup, 1953). Their effect can be irddrfrom the description of the North At-
lantic spring bloom above, that shallower mixed layers orarmight result in an earlier bloom.
Additional factors affect overall production. Light andtrient availability and the absence of graz-
ers enhance the biomass production. Nutrient availabilityhe North Atlantic is a result of deep
wintertime mixing but can also be enhanced by vertical ngxifRecent studies have shown the
importance of mesoscale eddies in the oligotrophic, sphtab gyre (McGillicuddy et al., 1998;
Siegel et al., 1999; McGillicuddy et al., 2007), though theng eddy effects were shown to have an
opposite effect in the Labrador Sea (McGillicuddy et al.020 Species composition of a phyto-
plankton population also affects production rates. Sonytomtankton are more efficient producers
at low light or nutrient levels than others.

In the Labrador Sea, the importance of bloom timing and fearaf energy to higher trophic
levels is especially important. Recruitment of copepddas,nhost abundant mezozooplankton in the
region, depends on the supply of food (Head et al., 2000)rdduy Sea food chains tend to be short,

enabling a description of the relationship between higlimsumers such as cod, whale and bird
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populations to primary production (Conover et al., 1995dtea et al., 2007, 2008). Interestingly,

while the general pattern of bloom timing in the North Atlariends to be earlier at lower latitudes
and later at higher latitudes (Siegel et al., 2002), thisepatis reversed within the Labrador Sea
(Head et al., 2000). An early explanation of the reversal offered by Head et al. (2000), that

ice melt from icebergs in the north Labrador Sea resultedgh ktratification. The importance of

stratification for the north bloom was also identified in aemtcstudy using a humerical model to
recreate bloom timing patterns (Wu et al., 2008), and fromaident hydrographic and bio-optical

measurements from a Seaglider during the 2005 spring bléoajkéa-Williams and Rhines, 2008).

Bloom timing also indicates distinct biogeographical zane

Broadly, the Labrador Sea has been divided into two bioggaucal zones, representing dis-
tinctions in watermass properties and biological spediemghurst, 2007; Devred et al., 2007).
The primary zone is the Atlantic Arctic in the deep Labradea$%> 2000 m), characterized by
high winter nitrate in the mixed layer( 15 pmol), an early bloom dominated Hyhaeocystic
ponchettj followed by diatoms. The second zone is the Boreal Polaresponding to the cold,
fresh Arctic waters on the shelves. For mezozooplanktom sttelves are dominated Balanus
hyperboreugconsistent with Boreal Polar) while the Greenland slomtraorth Labrador Sea have
C. finmarchicusand the central Labrador Sda, norvegica(consistent with Atlantic Arctic) Head
et al. (2003). In the Irminger Sea, satellite and hydrogiaphsed studies showed that different
zones have different bloom timing, due to population coritjprs mixing and stratification effects
(Holliday et al., 2006; Henson et al., 2006). In this paper.explore biogeographical regions within
the Labrador Sea using both SeaWiFS chlorophyll and distime in dominant physical controls
between regions.

The Labrador Sea is the western edge of the subpolar gyreedfidinth Atlantic (Fig. 3.1a).
The general circulation within the Labrador Sea is cyclpoltaracterized by doming isopycnals
and layers of distinct watermasses in the boundary cutr@ihis boundary currents and shelves are
capped by very fresh, very cold water of Arctic origin. Exdarg from 200 to 800 m deep, encircling
the Labrador Sea, is warm, saline Irminger Sea Water of gpiotl origin. Labrador Sea Water
formed during deep convection fills the central Labradorf8®ma near the surface to 2500 m depth.
Deeper lie Northeast Atlantic Deep Water and Denmark Shregtrflow Water which, together with

Labrador Sea Water, make up North Atlantic Deep Water. Banndurrents are concentrated at
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the slopes by the Greenland and Labrador sides. Offshoectidi around the northern edge of the
Labrador basin occurs in two or more diffuse branches (Fih)3 Deep waters are forced offshore
by shoaling topography near the 3000 m isobath. This boyrzlarent separation is visible as an
eddy-kinetic-energy maximum (Fig. 3.1b). Further outfloanfi the Greenland slope occurs near
the 1000 m isobath. Within this offshore advection are folminger Rings, coherent mesoscale
eddies which are characterized by the fresh shelf watetseaturface and Irminger Sea Water at

intermediate depths.

In this paper, we quantify the climatological pattern ofdstomagnitude and timing;8.4) and
interannual variability in the bloom§8.5) as described by chlorophyll. The relationship between
boundary currents and the Labrador Sea interior turns dug wucial to bloom dynamics. In both
sections, we further discuss the physical controls on therblpattern and variability, first using
Sverdrup’s hypothesis then with measures of bloom and palyprocesses. We summarize the

results and discuss implications§8.6.

3.3 Data

The domain for most of the study is the black box in Fig 3.1° ®166°N and 38W to 65°W.

3.3.1 Satellite ocean color

Ocean surface color measured by satellites is converted éstamate of chlorophyll: concentra-
tion via an empirical algorithm (Feldman and McClain, 200R)e raw satellite signal is modulated
by atmospheric effects, and affected by phytoplankton @mkspecies, minerals and dissolved or-
ganic matter, resulting in an estimated error on chlordpbiyH-35%. We used OCV4 SeaWiFS
daily, 9 km resolution mapped chlorophyll, photosynttagtic active radiation (PAR) and attenua-
tion coefficient at 490 nm (I&g) from 1998-2008. At 60N, low incident sun angle in the winter
results in no data prior to February and after October. Harallyses except the plots in Fig. 3.6,
data were binned to 0:8.5° resolution. Calculating annual cycles at a point, timeesewere first

smoothed with a 3-day moving average.
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3.3.2 Climatological hydrography

With the World Ocean Atlas 2005 (WOAO5) climatology produge characterized the annual cycle
of mixed layer depths and nutrients in the Labrador Sea. diager depths were calculated using
a density threshold. Density profiles were linearly intégjped to 20 m resolution in depth. The
mixed layer depth was defined as the shallowest depth whitla likensity greater than the density
in the surface 20 m bin by at lea&tl kg m™3.

3.3.3 Satellite altimetry

Gridded geostrophic velocity products derived from sagedlitimetry were produced by Ssalto/Duacs
and distributed by Aviso with support from Cnes. The delatietk reference product uses either
TOPEX/Poseidon and Jason-1 or EnviSat and GeoSata altsnated objectively maps sea sur-
face height anomalies to a 2/8esolution grid, weekly starting in 1992. For absolute edio a
background mean dynamic topography was added to the aremtafore calculating velocities. In
both cases, velocities are calculated as surface geoitropdan current(zonal andy meridional
currents). We used the absolute velocity product when db#sgrcirculation in the Labrador Sea

and velocity anomalies when calculating eddy-kineticrcgnéEKE),

EKE = = (u® +v?) . (3.1)

N —

Offshore geostrophic velocities representing the offskdirected branch of the subpolar gyre were
estimated by averaging velocities perpendicular to the iimFig. 3.8, with positive values to the
southwest (in the direction of the gyre mean circulationil/the absolute velocities were used,
and the position of the subpolar branch depends heavily @hdlckground mean dynamic topog-
raphy, for our calculations we are looking at interannualalality, which is not affected by the

mean.

3.4 Methods & Results: Climatology of the Bloom

3.4.1 Relative bloom magnitude & phase

Maps of mean chlorophyll, averaged for 1998-2008, idertiifg regions with highest concentra-

tions: the north Labrador Sea and Hudson strait outflow &2ga). Here, the north Labrador Sea
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refers to the region north of 88 and east of 58/, including both deep water areas (over 3000 m of
water) and the Greenland shelf. The Hudson outflow signalnsentrated in the crescent shape at
60°N and 62W, and is reminiscent of fresh river plumes in the northermisphere. The potential
vorticity waveguide of the continental shelves direct taghg of shelf currents. In the case of buoy-
ant river plumes, Coriolis causes them to turn right aloregdbast. However, the Hudson outflow
first crosses the shelf to the shelf-break before turningf rifjhe turning position may be determined
by bottom Ekman stress balancing pressure gradients (Girapnd Lentz, 1994), though the the-
ory does not account for the second observed front, betviresroiast and the outer front, which also
reaches the shelf-break before turning but with a differadtus. High chlorophyll concentrations
in the plume persist longer than in any of the other Labrads I8oom regions, possibly due to a
consistent nutrient supply in the tidally-mixed Hudsore&twaters (Straneo and Saucier, 2008).
Differences in bloom phasing indicate dynamically distiregions. Bloom start day was calcu-
lated following Siegel et al. (2002) and Henson et al. (206@) a given yearyeary), the start day

(start) at a location is defined as
start(yearg) = MiNieyeqry {chi(t : t + 3) > 1.05 x mediaRcyear, {chi(t)}} , (3.2)

wherechl is chlorophyll concentration img m =3 andt is time in days. In words, the start day is
the first day when chlorophyll values exceeded the annualane that location by at least 5%,
and remained elevated for the 3 subsequent days. Medidrdatafor the 11 year record reduced
skewing by cloudy years (when cloud cover at the start of arbloesults in missing data and a
delay in the calculated start day) and is shown in Fig. 3.2b.

The overall pattern of bloom timing is that the north bloonirethe spring (April-May), central
Labrador Sea later (June), and the Labrador shelves |ai@se-July). The north bloom initiated
nearly synopically, covering the entire region within a 2elkgeriod. The central Labrador Sea
region, centered at 838/ and 55W, bloomed near the Labrador shelf then spread to the east and
north. Annual cycles for two bloom regions are shown in Figa3 allowing a direct comparison
of bloom peak and start between regions. The north regioamasarly (late April) and very strong
bloom, followed by a second peak in June-July. The secoratitwt in the central Labrador Sea
has a later, larger bloom in July. The last regions to bloonmewlee Labrador shelves and Hudson

outflow. In some cases, when the shelf bloom was especiadlf; bur criterion for the bloom start
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day mis-identifies the shelf bloom. A Seaglider observeddisame bloom regions in chronological
order for the bloom in 2005, describing vertical profiles afoflescence and coincident physical
properties (Frajka-Williams et al., 2009). The differehaping between these four regions suggests

different dynamics.

3.4.2 Relating phase to physical properties

Sverdrup’s critical depth theory predicts the timing of airsp bloom from physical properties
(Sverdrup, 1953; Siegel et al., 2002; Henson et al., 2006 theory balances depth-integrated
production and respiration to estimate a critical depthadloom. Once the mixed layer depth
is shallower than the critical depth, a bloom may begin. Wlie classic theory uses a simple
parameterization of photosynthesis in terms of surfacelémt light (PAR) and exponential light
attenuation £), and an assumed-constant respiration rate, it was foube gufficient to describe
the overall pattern in the Labrador Sea. Following Siegal.g2002) and Henson et al. (2006), the

critical depth is defined as

iz (=) =T 3

One crucial parameter is not measuneditu. compensation irradiancBAR,. It is the light nec-
essary for photosynthesis to exactly balance respiratititte¢, 2004). While PAR,. can vary with
species, location and time, in absence of other measuremeatuseP AR.=1.65, a typical value
for the region (Siegel et al., 2002). Since incident lighARy and mixed layer depth have annual
cycles related to solar forcing and winter mixing, the bloooeurs when calculated critical depth
intersects mixed layer depth. This is demonstrated for thlerddor Sea in Fig. 3.3b. Solid lines
are mixed layer depth from Argo floats within the region. Dahines are estimated critical depth.
Once critical depth intersects the mixed layer depth, tberblin each region is predicted to begin.
Indeed, these curves show the relative timing of the twornlquite well.

Based on Sverdrup’s model, three hypotheses may explagamaasbloom timing from Fig. 3.2b:

e Hypothesis 1: Variations in light are responsible for thégra.

e Hypothesis 2: Variations in stratification are responsibtehe pattern.
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e Hypothesis 3 (untestable with available data): Variationspecies composition, nutrient
availability or pressure from grazers in the different l@ographical regions affect bloom
timing, e.g.Phaeocystis ponchettian take advantage of lower light levels than can diatoms,

and so blooms earlier.

The first two hypotheses were tested using mixed layer déiitsthe WOAQS5 and an annual time-
series of PAR from SeaWiFS. Mixed layer depth cycles aralilyanterpolated to match the higher
horizontal and temporal resolution of the PAR product. iCaltdepth time series were calculated by
solving equation (3.3) using the SeaWiFS PAR time seriescandtant PARandk. The predicted
start day at each location is the first day when the mixed ldggth is shallower than the critical
depth.

For hypothesis 1, a single basin-wide average cycle of mixger depths was calculated. By
using a uniform annual cycle for the whole Labrador Sea, wkied the effect of light on the
predicted startday (Fig. 3.4a). Over deep water, the piedljcattern of bloom initiation is latitudi-
nal; lower latitudes bloom earlier because they receiveertight. This latitudinal pattern contrasts
with observed bloom start days: earlier in the north regi@ntthe central Labrador Sea (Fig. 3.2).
In both the predicted and observed pattern, Labrador shéddi@m late. Sea ice constrains the
Labrador shelf bloom since incident light is small until ioelts.

For hypothesis 2, critical depths were averaged to cregpatelly uniform cycle. Mixed layer
depth cycles varied spatially. In this scenario, the ptedishelf bloom is coincident with the north
bloom, and much earlier than observed. Ice cover has bedititlymeglected by using a spatially
uniform cycle of PAR. Since shelf waters are highly stradifigsar round, the predicted bloom is
early. Over the deep Labrador Sea, the predicted phasirg aentral and north Labrador blooms
reflected the observed pattern: the north bloom is earlanr the central. We conclude that shallow
mixed layers in the north permit the early bloom.

Combining hypotheses 1 and 2, that is, using spatially klienixed layer depth and light cy-
cles, the predicted start day pattern was calculated (F4g).3In this calculation, the relative timing
of the north, central and Labrador shelf (early, later d8tblooms matched observed phasing. One
difference remained just seaward of the Labrador shelfhénobserved pattern, this bloom is later

than the north bloom, but earlier than the Labrador shelfaardral blooms. In the predicted pat-
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tern, the bloom is very early—at the same time as the nortimbld he skewed timing likely resulted
from low horizontal resolution in the WOAQ5. Our method ofdarly interpolating 9x 1° to higher
resolutions spread the stratified shelf waters over theeshopl deep water.

This test of Sverdrup’s critical depth theory showed thedtgication was responsible for the
north Labrador Sea spring bloom timing, while light corigedlthe central Labrador Sea bloom. To
determine whether the stratification that causes the earty bloom was due to salinity or temper-
ature, we calculated convection resistance, or surfackeipth buoyancy anomaly, as in Bailey et al.
(2005), ;

er(S,T,h) = / o(S,T,z)dz — o(S,T,h)h (3.4)
h

whereh is the reference depth;, is the potential density anl andT" are salinity and temperature.
This quantity represents the amount of buoyancy (in unitkgofi-2) which must be removed in
order to convect to the reference depthNegative values are stable. To separate the contributions
of salinity and temperaturer(Sy, T, h) andcr (S, Ty, h) are calculated, wher§, andTj are fixed.
Climatological buoyancy anomaly to 500 m in May is shown ig.F.5. The north bloom region
(north of 60N) and the Labrador shelf are most stably stratified due tg stabilizing fresh water
(Fig. 3.5b) in spite of destabilizing cold temperaturesgg(FR3.5¢c). The central Labrador Sea, by
contrast, is beginning to be thermally stratified in May asdlso weakly haline stratified. This
stratification information combined with Sverdrup’s hylpesis demonstrated that in the climato-
logical average, the north bloom is early due to haline (fyatratification, the central Labrador Sea

blooms later once thermal warming increases, and the shahedatest.

3.5 Methods & Results: Interannual Variability

3.5.1 EOF analysis of chlorophyll

A spatial timeseries of the interannual variability in therth bloom (April-May) is shown in
Fig. 3.6. Maps of mean chlorophyll during April-May of eachay show the range in peak and
pattern of the bloom. The largest blooms over the 2000-30@§bbaths (around 6A and 52W)
are the 1998, 2002 and 2008 years. The 2002 bloom in partiaas large and very concentrated.
Other years, like 2003, were more confined to the Greenlagifsope area. Unfortunately, cloudi-

ness affects the interannual signal in that clouds duriegotfak bloom may obscure the extent and
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magnitude of the bloom.

To quantify interannual variability of the bloom we used émapl orthogonal functions (EOF)
analysis on the deseasoned, detrended satellite oceandadéo EOF analysis identifies spatial
regions which covary in time, which hopefully covary due itmitar biological or physical forcings
within the region. The technique is particularly fruitfdrfgappy data like SeaWiFS ocean color.
To focus on interannual variability, seasonal cycles andramnual trends were first removed at
each location prior to the analysis. Because EOF analysis dot necessarily identify physically
meaningful patterns, varimax rotation was applied to imprthe physical structure of the EOFs
(Preisendorfer and Mobley, 1988). We then calculated h@mogs correlation maps to ensure that
the variability identified by the EOFs was intrinsic to thdalaHomogenous correlation maps are
calculated as a pointwise correlation between each pahcipmponent time series and the original
time series at each location (Preisendorfer and Mobley81198igh correlations indicate that the
EOF is representative at that location. When we refer to Ei@Ese text, it is the varimax rotated

pattern. Figures display homogenous correlation maps.

The first two EOFs explain 49% and 10% of the data (Fig. 3.7 Siape of these patterns does
not directly reflect the climatology, since annual cyclesewemoved before calculating EOFs, but
instead reflects the locations of high variability. Contoghow positive correlations between the
data and principal component time series. The first EOF ieesgmtative in the north region with
maximal variability at 63N and 54W. Positive correlation also extends southward and sightl
eastward to 58\. The second EOF is representative of the central Labragre&yjion, concentrated
between the 2000 and 3000 m isobaths betweémb8 58N. The south-eastward extending branch
of the first EOF is suggests the influence of mesoscale edasete map of peak EKE in the
Labrador Sea has a similar structure (Fig. 3.1b), while #o®sd EOF includes the location of deep
convection in the Labrador Sea (Pickart et al., 2002). Glioethese EOF maps and our results
on physical conditions associated with the bloom climagpl$;3.4.2), we related the interannual

variability to physical forcing.
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3.5.2 Relating interannual variability in bloom charadtgics to physical forcing

What physical conditions and processes affect the inter@nvariability of the bloom? Physical
effects that impact timing include light and stratificatioim particular, haline stratification is re-
sponsible for the climatological north bloom timing. Eddimay influence nutrient availability,
either positively or negatively. The offshore advectiorfreEhwater by the subpolar gyre consists
of the mean and eddy flow. Sources of upper ocean stratificatithe region include local sea ice
dynamics, melting from Greenland and changes in the Arcatifiaw of freshwater. Global warm-
ing is increasing the supply of surface freshwater in théoreghrough increased ice melt of the
Greenland ice sheet (Luthcke et al., 2006; Stearns and kam2007; Hanna et al., 2008). Using
indices to describe the state of these physical factors kymihbresponses, we identified potential

relationships between the bloom and physics.

We focused on two regions of high variability—the north aedtcal Labrador Sea. Regions were
chosen based on the EOFs in Fig. 3.7 and our understandirigtioictl zones within the Labrador
Sea from climatological bloom timing and magnitude (Fig)3For the north bloom, we used the
region within 59-62N and 52-54W, corresponding to high variance in the EOF, the locatiothef
offshore branch of the subpolar gyre (at the 3000 m isobattipeak eddy-kinetic-energy. For the
central Labrador Sea, the region is within 56.25-57Wand 54.5-57.5W, corresponding to high

variance in the second EOF and the location of deep convectio

Time series of the SeaWiFS chlorophyll averaged within dawhare shown in Fig. 3.9. Com-
paring the two, the largest bloom years in the north regi@®81 2008) do not correspond to the
largest bloom years in the central region (2004, 2007). Toerb in the north region is also larger,
on average, than in the central region, which was clear irattmal cycles in Fig. 3.3, though the
regions used are slightly different. The startday wasyaidnsistent between years in the north
bloom, ranging from April 11 in 1999 to May 5 in 2008, a span dfdays. The startday in the
central Labrador Sea, on the other hand, ranged from Aprih2I®99 (during which year there
was hardly a bloom to speak of) to June 3 in 2007, a span of 33. dégtably in 2008, the entire
Labrador Sea (north and central) bloomed together and @&dy3.6).

Annual indices for bloom magnitude and timing were caladator the two regions. Bloom

timing was represented by average start day per year in @i@mreBloom magnitude was described
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by peak chlorophyll during the bloom and an integral of chjtyll over the duration of the bloom.

Duration was defined as the time from start day to end day,evinerend day is the last continguous
day where chlorophyll was elevated above the threshhold fmestart day (5% above the annual
median at that location). Peak and integrated-chloropbgtaved similarly. Where they differ,

the difference describes a change in shape of the bloom iover ¥WWhen peak is elevated relative
to integrated-chlorophyll, it indicates a more intensegrstived bloom with steeper increase or
decline. When peak is depressed relative to integratemtagbthyll, it indicates a broader bloom in

time. The bloom magnitude indices for the north bloom regiomshown in Fig. 3.10a.

Annual physical indices were created to quantify light inttboegions, and for the north re-
gion only, the offshore advection of freshwater, eddysétytiand Greenland runoff as well. Light
was represented by the annual average of SeaWiFS PAR inegiolnr Lacking interannual time-
series of stratification for the whole of 1998-2008, threexjes for freshwater were substituted:
the offshore-directed branch of the subpolar gyre, eddiesranoff from Greenland (Fig. 3.10b
and d). Mean offshore velocity was averaged from March tijinoMay directed perpendicular to
the black and white diamonds in Fig. 3.8. While eddies trat¢he mean background speeds, they
are included as an additional proxy for freshwater sinceptissible that they carry more freshwater
than the background mean flow alone (Hatln et al., 20078.€Hdy index was created by annually
averaging eddy-kinetic-energy from sea surface heighimaties within the north bloom region.
Annual estimates of Greenland runoff estimates were peavldy Hanna et al. (2008) and Hanna,
E (pers commfrom a meteorologically-forced numerical model.

The north bloom measures show the relationships betweembdtart, duration, peak and in-
tegrated chlorophyll (Fig. 3.10a and c). Big bloom yearsuoed in 1998, 2002, 2003 and 2008,
with noticeably dips in 2000 and 2004-2005. Highest runcffuored in 1998, 2002-3, and 2006-7
(an estimate for 2008 was not yet available). In years whemp#ak chlorophyll is relatively higher
than integrated chlorophyll (2002-2007), the durationyjgdally short & 25 days). Generally,
when a bloom begins earlier, it is also longer, except for2®@8 bloom which was late, long, and
large. That the 2008 bloom persisted later into the summer emplain why it had higher peak
magnitude and integrated chlorophyll, because more liglavailable later. Of all the variables,
startday is the only one that appears to have a trend, witkdheest starts near the beginning of

the record, and latest in 2008. During the 2008 spring bldwwih) the north and central Labrador
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Sea regions bloomed within a few days of each other. Of theiphAlymeasures, runoff and eddy-
kinetic-energy track fairly well, at least during the inase from 2000-2003. The pattern in offshore
velocity from resembles that of the subpolar gyre index Hitadn and Rhines, 2004; Hakkinen
et al., 2008) though the latest years were not included inghper. Both the gyre index and our
offshore velocity dipped in 2004.

Correlations were calculated between the bloom and phyisdiaes for the 11 year record (10
in the case of Greenland runoff, for which 2008 was not yeil@ve). Some of the time series are
strikingly correlated (Fig. 3.11). Eddy-kinetic-energgdaGreenland runoff were both correlated
with peak bloom in the north Labrador Sea with = 0.38 for EKE andr? = 0.83 for runoff,
explaining 38% and 83% of the original variability. The &laif 2 values for all correlations is
shown in Table 3.1. Assuming normal statistics and zerodoueelation, 95% of sample correlation
estimates based on 11 independent points will Rwalues less than 0.36. For the central Labrador
Sea, the only significant correlation was between light &edstartday. For the north bloom, peak
bloom correlated with offshore velocity, eddy activityghit and runoff; integrated chlorophyll with
all but eddy activity. Start day was only correlated withsbifre velocity. Estimating the peak

bloom from physical parameters, we can write for the nortiois

peak intensity = 0.15 x EKFE —4.74 |

peak intensity = 0.36 X Runof f — 7.65 .

While is possible to calculate multiple linear regressj@aml in these cases results in explaining up
to 85% of the variance in peak north bloom and 70% of integratdorophyll, it is not considered

robust to use multiple independent (physical) variablesfich a short (11 realization) record.

3.6 Conclusions

In this paper, we described the climatology and variabitittwo regions of the Labrador Sea spring
bloom. The north bloom was early and intense owing to fresbmstratification, while the central
Labrador Sea bloomed later, following deep convection. hitn ¢ourse of the study, we detailed

biogeographical zones introduced in Devred et al. (20071);atval. (2008); Frajka-Williams and
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Rhines (2008) and quantified correlations between phyaitélbloom indices.

A test of Sverdrup’s hypothesis using PAR from SeaWiFS K&teind climatological hydrog-
raphy from the World Ocean Atlas 2005 demonstrated thatifstedion, light and ice control the
bloom phasing in the Labrador Sea. In particular, buoyamyrealy calculations showed that the
haline contribution to stratification was responsible foe £arly northern bloom, explaining the
reversal of the overall northward progression of bloom b(Siegel et al., 2002). This haline strat-
ification both prevents deep convection in the north Lalr&ka and also allows the early bloom.
The haline-thermal balance of stratiifcation highlighte telative importance of offshore velocities
vs light or thermal warming.

EOFs identified regions of maximal variability: extendinguthward from the north bloom
(49% of variability) and towards the Labrador slope for tlemtcal region (10% of variability).
Using annual indices to represent bloom and physical psesggorrelations suggest that light was
responsible for variance in central Labrador Sea bloomntgnivhile it affected bloom intensity
in the north. Bloom duration in the north seemed to relatéhintensity of offshore velocities
from the 3000 m isobath, which was also correlated with botfasares of bloom intensity: peak
and integrated chlorophyll. The offshore velocity indexi® indicator of the local strength of the
subpolar gyre. The overall gyre strength is representechéygyre index, which has shown that
the subpolar gyre has been slowing and changing shape 09226 (Hakkinen et al., 2008).
One the one hand, slowing would seem to imply a reduction éndffshore velocities used here
(possibly seen through 2006 in Fig. 3.10b, though recentsyaapear to have sped up again. The
change in shape, however, shortens the path of North Atlavdier to the Nordic and Labrador
Seas. Significant shifts occurred in the 1990s and aroun? 200 2004.

Besides light, correlations suggest that higher eddytkirenergy, offshore velocity and runoff
from Greenland affect the bloom intensity. That eddies mayaace the bloom intensity due to
their ability to vertically advect water properties andmerits (Klein and Lapeyre, 2009). However,
this is contrary to previous model results for eddy effentthie Labrador Sea which showed that
eddies actually decrease nutrient availability (McGiltdy et al., 2003).

Perhaps the most striking correlation was that betweenffrfrmon Greenland and bloom in-
tensity, in part due suggestions of recent extreme chamges idynamics of Greenland (Luthcke

et al., 2006; Stearns and Hamilton, 2007; Holland et al.8200/hile runoff from Greenland seems
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several physical steps removed from the bloom locationpuidct steepen the boundary gradients,
which could accelerate boundary currents and locally acatd the subpolar gyre. Increased wa-
termass gradients in the boundary currents could also eaHzaroclinic instability, increasing the
frequency of eddy-generation. However, one would expeatt ifreither of these were true, then
runoff and offshore velocity or runoff and eddy-kineticeegy would be correlated, which they
were not significantly. While linear regressions are sutijge®f potential causation, they only
show correlation. The model used to estimate Greenlandfrimblanna et al. (2008) is forced by
meteorological conditions which include factors relatedight and heating. While validated with
observations, it may be that changes in runoff from Greehéae due to an alternate process which
affects both runoff and the bloom. Additional years of dath firm connections, or negate their
(continued) influence.

The identified relationships between physical changes #owhbresponse have implications
for physical influence on energy transfer to higher tropbiels. The significance of our work is
further impacted sensitivity of the Labrador Sea to clinadiange. Another recent shift in physical
processes is the magnitude of deep convection in the Lab&ei Overlapping our study period,
deep convection was reduced from the late 1990s through, 20@7in the 2007-08 winter, the
depth of convection passed 2000 m, owing to an increase shvrater and ice in the northern
Labrador Sea and Labrador shelf (Vage et al., 2009). Pzieally, it may be that this freshwater
protected the cold atmospheric winds until they reachecdciteeof deep convection. The same
increase in freshwater could be responsible for the chamghape of the 2008 bloom: large in
size and magnitude. However, up to this point, we have irtdchéhat an increase in freshwater
would result in increased stratification and thus an eadieom. This is clearly not the case in
2008, when the latest bloom was observed. While it could atthie increased freshwater actually
results in a thicker surface layer, a cursory look at Argotfttata in our region showed that while
springtime salinities were lower than over the base pe2682-2008), the mixed layer depths were
not appreciably shallower.

This paper demonstrates the strength of remote obsergdtiatiagnose patterns and variability
in the chlorophyll cycles. The processes and physical osiuggested by our analysis highlight
the need for newn situ observations in this region, to describe the hydrographytients and

primary productivity, and directly identify dynamical ks between the physics and biology, here
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only suggested by simple correlations.

3.7 Figures
a) Region of study
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Figure 3.1: Bathymetry in the subpolar North Atlantic. @iation inthe Labrador Basin is typically
cyclonic, following isobaths. The black box marks the damfair this study, from 54N to 66°N
and 65W to 38W.
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a) Mean chlorophyll
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Figure 3.2: (a) Average chlorophyll from 1998-2007 and (l®dman start day of the bloom. High
mean chlorophyll regions (a) include the plume exiting thedsbn strait at 60N and 65W, and
the dual-lobed feature off the coast of west Greenland, &l &&hd 57W and 62N and 55W. In
the start day (b) note that the Labrador Sea north 6NaBlooms early, the Labrador shelves and
Hudson outflow bloom late, while the central Labrador Seatisrimediate in both magnitude and

timing.
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a) Chlorophyll annual cycle
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Figure 3.3: (a) Annual cycle in chlorophydlconcentration from SeaWiFS at two locations averaged
over 1998-2007. The north slope location (53\6and 62N, dotted black) has the strongest and
earliest bloom. The central Labrador Sea bloom is later agaker (58W and 58N, solid gray)
and the Hudson outflow region at 84 and 60.5N. (b) Annual cycle of mixed layer depth were
calculated from Argo floats profiling within°lof the target locations, and Sverdrup’s critical depth
calculated from SeaWiFS PAR using PAR 1.65 andk = 0.1275. Once the mixed layer depth is
shallower than the critical depth, a bloom is predicted twuoc



53

July

June
May
April

March

60°W 50°'W 60°W 50°W 60°W 50°'W

Figure 3.4: Predicted start days using Sverdrup’s critiegdth theory for three cases: (a) spatially

variable light cycles (PAR), (b) spatially variable mixed layer depth cycles, and @jable light
and mixed layer depth. From (a) we see the Labrador shelfigjisi dominated by light while (b)
shows that the north Labrador Sea is controlled by stratifica

¢) Thermal anomaly

65°N

- ~~

60°N +

........

55°N
A

"

60°W 50°'W

£

60°W

60°W 50°'W 50°'W

Figure 3.5: Buoyancy anomaly in May to 500 m from WOA 2005,veha@s (a) total buoyancy
anomaly, (b) anomaly due to temperature variations only,(epanomaly due to salinity variations

only. Positive values are destabilizing (salty or cold) ievlniegative values are stabilizing (fresh or

warm).
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Figure 3.6: (a-k) Chlorophyll for each year, 1998-2008,raged over April and May at 9 km
resolution. (I) Mean chlorophyll in April and May for the wigorecord, 1998-2008.
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a) 1st EOF: 49% b) 2nd EOF: 10%
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Figure 3.7: EOFs for 1998-2006 chlshow major patterns of variability. (a) The first EOF exp&in
49% of the variability and is a background seasonal cycleE®F 2 shows a strong signal on the
north slope of the Labrador Sea off the west Greenland shelf.
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Figure 3.8: Map showing regions used to calculate annuatesd The two regions are in the
shaded rectangles, the more northerly one corresponds twtth bloom while the south-westerly
corresponds to the central Labrador Sea. The dotted ouslitiee region of high % 50 cm?s=2)
mean eddy-kinetic-energy. The two solid outlines corregpo a threshhold of 0.23 in the homoge-
nous correlation maps. The black and white diamonds aretatibns where offshore geostrophic
velocity anomalies were calculated, positive being pedenar to this line, to the southwest.
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Figure 3.9: Timeseries of chl for the north bloom region (&) aentral Labrador Sea region (b).
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Figure 3.10: Measures of bloom and physical variabilityhia thorth region, defined by the gray
box in Fig. 3.8. (a) North bloom start day (in yearday) andation. (b) Offshore velocities aver-
aged from March-May between 6088, positive values to the southeast. (c) Peak and integrated
chlorophyll. (d) Annual average runoff from Greenland addyekinetic-energy.
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Figure 3.11: Linear regressions between peak bloom maimitnd two physical measures (a)
eddy-kinetic-energy and (b) runoff from Greenland and @)ugen bloom duration and offshore
velocity.

(a) ‘peak [dt startday
Irradiance (PAR)‘ 0.0 0.0 0.5

(b) peak [dt duration
Greenland runoff 08 05 0.0
Irradiance (PAR) 0.7 0.7 0.1
Offshore-velocity (spring) 0.4 0.5 0.6
Eddy-kinetic-energy 04 0.2 0.0

Table 3.1: (a) Central Labrador Sea bloom variability isyomkplainable in terms of irradiance,
highlighting the importance of thermal warming to the staytin the bloom. (b) North slope bloom
variability as explained by physical processes: annuadffdfrom Greenland (Hanna et al., 2008),
offshore geostrophic velocities between 60483annual irradiance from SeaWiFS PAR, and annual
eddy-kinetic-energy. All physical indices were availafilie1998-2008 except for Greenland runoff
which was only available from 1998-2007. Significant catieins at 95% are boldface.
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Chapter 4

DETERMINING VERTICAL WATER VELOCITIES FROM SEAGLIDER

4.1 Introduction

In most places in the world’s oceans, vertical velocitiessanall (order 1 cms!). Vertical stratifi-
cation, typically much higher than horizontal, createsraidato vertical motion, requiring a conver-
sion between kinetic and potential energies. Verticallyadiregions, i.e. the wind- or convectively-
driven mixed layers, can have higher vertical velocitigsl¢o 10 cms') as can sloping boundaries
along topography where horizontal energy is converted itiicat energy by the interaction with the
bottom.

In the stratified ocean, the velocity spectrum is dominatethternal waves, described by the
Garrett-Munk spectrum (Garrett and Munk, 1972, 1975, 191®gg and Kunze, 1991). Vertical
velocity variance due to internal waves can be describedtegiating the Garrett-Munk model to
give

N

<w?>= 0‘25W0 (4.1)
where Ny = 5.3 x 1073 rad s! is the canonical stratification. The energy level given by th
cam = 0.25 cm? s72 coefficient is for the abyssal ocean and may vary dependintpi@mg.
Variance in mixed regions may scale with wind energy or buoyafluxes. Results from prior
observations of vertical velocities in the Labrador Sedandutleep convection show that rms-vertical
velocities scale with buoyancy forcing and with wind foigiinvith a 0.5 day lag between the forcing
and the resulting vertical velocity (Steffen and D’Asar002).

In this paper, we describe a technique for estimating \artielocities from Seaglider, an au-
tonomous underwater vehicle. Seaglider estimates vevidacities from the difference between a

predicted glider flight speed in still water and the obsemykdir vertical velocity from pressure,

Wy = Wmeas — Wstdy 5 (42)
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wherew,, is inferred water vertical velocityy,,..s = dz,/dt is measured glider vertical velocity
andwgq, is the modeled glider velocity. Glider vertical positiep, measured positive upward,
is computed from observed pressure ariglitime. Two Seagliders (called sg014 and sg015) were
deployed in the Labrador Sea in the fall of 2004. They obskstetified ocean as well as convec-
tively mixed regions to 1000 m depth. Using the theoreticalarstanding of vertical water velocity
and knowledge of glider flight, we tune the glider flight motetn estimate errors on the vertical
velocity estimates.

In §4.2, we introduce the Seaglider flight model and overalinestion procedure for vertical
water velocity. In§4.3 we introduce the flight parameters. g4 we show the sensitivity of the
calculation to choices of flight parameters, and4nb we describe the optimization procedure. In
84.6 we give the results of the optimization procedure, idiclg showing consistency checks with

theoretical expectations for vertical velocity and errstiraates.

4.2 Glider flight model

Seaglider has a low drag hydrodynamic shape, and contsdiiégiit by changing its buoyancy and
pitch angle. Pitch is changed by moving the battery pacldengie glider fore and aft. Pitch is
measured by a tilt meter (Precision Navigation TCM2-80 cassp. Buoyancy changes are con-
trolled by a variable buoyancy device (VBD) which has a raof@22 cc for sg015 and 827 cc for
sg014. Glider buoyancy relative itositu seawater buoyancy also depends on glider compressibility,

volumetric thermal expansion and initial volume. Glidensigy is estimated as

whereM is glider mass and” volume. Volume changes in timewith pressure» and temperature

T due to pumping, compressibility, and thermal effects,
V(t,p,T) = (Vo + ve(t)) e o reo=T0) (4.4)

whereu,(t) is the change in volume due to the punip,is the glider volume ab = 0 andT = Ty
with the pump inv.(t) = 0 position, v, and o, are the compressibility and volumetric thermal

expansion coefficients,is pressure] is temperature and; is the reference temperature.
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The Seaglider flight model model assumes steady flight, beacceleration or that forces (lift

L, dragD and buoyancyB) balance:

L = ql®aac = —Bcosf (4.5)

D = ql? (bq_l/4 + caz) = Bsinf (4.6)

whereq = p/2(U? + W?) is the dynamic pressurg,is water density{/ andV are horizontal and
vertical speeds andis the hull length (1.8 m, not including antenna). More dstaf the model
are given in (Hubbard, 1980) and Eriksen et al. (2001). Isifpioportional to the attack angte
Hull or profile drag is proportional téspeed)/?, giving the parameterizatioby /4 while co? is
the drag induced by lift. Attack and glide angles are relatadhe pitch angleq + 6 = ¢ wherea
is attack,d is glide andg is pitch. Glider flight depends on the attack angle (a fumctibpitch and
glide angle), glider relative buoyancy and lift and dragha instrument.

A chart showing the flow of data processing is in Fig. 4.1. Mead quantities are in blue,
undetermined coefficients and constants in yellow. The &dipe right hand side indicates that there
is a feedback between calculations of salinity and vertieldcity, however analysis has shown that
even in the Labrador Sea, where salinity variations doraeidansity calculations, small changes in

salinity have little effect on vertical velocity.

4.2.1 Steady assumption

Due to computational limitations, we approximate the usdyeflight model with a steady one:
assuming that lift, drag and buoyancy forces are always lanba /' — ugq, andW —
wstdy). The steady flight model does poorly near the surface and tigearound points, where
the glider vertical velocity passes through zero. Also riearapogees, the buoyancy and pitch
is changing rapidly, due to the VBD pumping and internal nmogat of weights in the glider.
Hence, we neglect measurements in the top 50 m or bottom 5@m the deep apogee before
determining flight parameters. Leaving out the top 50 m offsoalso reduces some contamination
by potential air bubble effects near the surface. Air bublgdan become trapped in small spaces
of the Seaglider, or between the pressure hull and fairihgnging the glider's compressibility
until pressure effects dissolve the air. This compressibdffect was shown by tests of glider

compressibility in a pressure tank, Fig. 4 of Eriksen et200(L).
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4.2.2 Roll maneuvers

The Seaglider monitors its heading continuously duringva diycle. When the heading drifts by
a user-defined amount from the desired heading, Seaglidleexgcute a roll maneuver to correct
the heading. Typically roll maneuvers last a few tens of sdspthough in some cases an extended
maneuver is required to correct the heading. Extended renllaavers may result in vertical velocity
spikes. Fig. 4.2 shows sg014 cycle 540 measured glider it)el@e,). On the left is measured
velocity during the dive with periods of rolling highliglten gray. There is no correspondence
betweenw, and rolls. On the right isv, from the climb, when a series of extended roll maneuvers
were executed. Peaks in, during and after the roll maneuvers are apparent. Becausieeof
unsteady nature of the recovery, simply ignoring the irtilial points involved in a roll maneuver
does not eliminate the spiking. Since removing individuaihgs did not remove the entire spike,

we discarded the entire contaminategbrofile prior to tuning the flight model.

4.3 Flight parameters

Nominal starting values for flight coefficients, glider vola and compressibility are estimated in

tank tests. Initial parameter values for sg014 are

a = 0.003836 , (4.7)

b =0.010078 , (4.8)

Yy =44 x107° (4.9)
Vo = 51400 cc (4.10)

oy =T70.5x107%. (4.11)

Using these values, we calculated the average profiles ti€akewater velocity, separated by those
measured during glider dives and glider climbs. The resadésin Fig. 4.3, dashed lines. The
estimated average vertical water velocity is between Ocblacm s! upwards, with a 0.5 cm™s
difference between dives and climbs, and a vertical divesgef 0.4 cm s' over 1000 m. We do
not expect a mean upwelling to this degree, nor that thecaitvater velocity depends on whether
the glider was diving or climbing. The initial values of fligharameters need to be adjusted for

each glider.
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4.3.1 Note on volumetric thermal expansion in glider buayacalculation

Changes to glider volumetric thermal expansiop affect glider volume mostly througbho, 7,
wherea, Ty is a reference adjustment to volume. Since the choic,e$ arbitrary, the effective

change of volume that may be compensated for by adju$ting
Vo = (Vo + 8V + w(t))e Yop+as(T=To=3T0) (4.12)

then requiringV’ — V5 = 0. This further requires

—ag0Ty = log < ) . (4.13)

V +oV

In testing the sensitivity of vertical velocity estimateshanges iy, (§4.4), we eliminate this effect
by adjustingl}, each timex, is updated so that the net change in volume is zero. The ségsit
to changes inv, shown in Fig. 4.4 reflect this two step update. This is eqaiviato changing the
reference temperatui& each timen, is updated so that the effect @f due to variations ifi” only

are expressed. The result is that changes @ue too, 7" is small.

4.4 Sensitivity ofw to parameters

Tuning the glider flight model involves fixing the unknown fiigparameters and constants in some
intelligent fashion before estimating vertical velogti&\Ve first consider how each parameter affects
the estimate of vertical water velocity(,). Flight parameters and constants are marked in yellow on
the flow chart in Fig. 4.1 and include lift coefficient)( drag coefficient¥), induced drag coefficient
(c), volume (), glider absolute compressibility,{) and glider volumetric thermal expansiam,j.
Seaglider has a hull which is nearly neutrally compressibligh observed changes in weight of
less than 0.5 g over a 500 dbar change (Eriksen et al., 20@h)icsl temperature gradients in the
Labrador Sea are lon( 10°C from surface to 1000 m). Small changes to the volumetrimthaé
expansion coefficient have little effect on glider flight.

The effect of a change in a flight parameter value was cakedilay increasing each parameter
from a nominal value by 5% or 5 cc for volume. Original estiezatf vertical water velocityuf,,)
were differenced from the new estimates. The differencélpsofor sg015 cycle 230 are shown

in Fig. 4.4. The strongest changes resulted from changeslume, lift and drag coefficients, and
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glider compressibility. Thermal expansion and inducedydrave a negligible effect on vertical
velocity (for thermal expansion, the reason is describdoje

Changes to volume and compressibility had the same sigat effew,,, regardless of whether
the glider was diving or climbing. Increases to volume resiiin a shift towards downwelling,,,
while increases to compressibility (effectively a redotin glider volume at depth) shifted,,
towards upwelling. Unpacking the effect, we consider treeaaf a change in the expected volume
of the Seaglider. The initial guess for volume is estimatedha sum of its parts, but is not fully
determined until the glider is in the field. An increase inested volume of the glider relative to
some initial guess means the glider is always more buoyamt When using the initial guess. A
more buoyant glider shifts the predicted glider verticdbegy in the upwards direction. For the
same measured glider vertical velocity (fraky, /dt) on a dive, say diving downwards at 10 cm's
the predicted vertical water velocity will be greater in teevnwards direction. Conversely, suppose
for a glider climbing at an observed rate of 10 cm sipwards, that the initial volume guess resulted
in a predicted glider vertical velocity of 5 cnTs. This suggests the glider was caught in a upward
plume of 5 cm s!. If we now realize that the glider was more buoyant thanatfijti believed,
then the predicted vertical velocity is now increased, ton7sc!, then the estimated vertical water
velocity is upward at only 3 cms. In the case of both a dive or a climb, an increase in estimated
glider volume results in a downward shift of the estimatedieal water velocities.

This can also be seen by inspecting the balance of lift, dnddgoaoyancy. While the magnitude
of the predicted velocities are shown here, separatingdioe foalance for a glider dive vs climb
is instructive. See Fig. 4.5. In the following examples,s positive up. An increase in glider
volume Vy means that the glider is less dense and the buoyancy ®ricethe equations will be
more positive for both a dive and climb. Then the resulting;, for both a dive and a climb will be
increased, so that,, is decreased.

Changes to lift and drag coefficients, on the other hand, hiféeridg effects depending on
whether the glider was diving or climbing. For the same buoyaforce B and glide angle, if
the lift coefficienta increases, then for a dive, thé&f + W2 must decrease, which results in an
decrease iw,,. For a climb, if the lift coefficient: increases, then the computeg,,, is decreased
andw,, is increased. From this heuristic explanation, and the Ipsoin Fig. 4.4, the mean offset

of vertical velocities measured on dives and climbs can lpgstetl by changing the volumig,
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while the difference between vertical velocities inferfemm dives and climbs (in Fig. 4.3) can be

adjusted by changing lift and drag coefficients.

4.5 Optimization

4.5.1 Assumptions

Two primary assumptions are used in estimating the flighampaters. The first is that mean vertical
velocity is zero. For internal waves which are periodic inapand time, this assumption is obvious,
though an individual profile of vertical velocity may haveawmaero mean depending on what phases
of the wave were captured. In the mixed layer, the assumpsiastill just mass conservation:
that water going up in the mixed layer is balanced by wateriegrdown. If the glider samples
adequately randomly and enough, it should hold.

The second assumption is that the vertical water velocigsdmwt depend on whether the glider
is diving or climbing. This means that there should not be #iseb between profiles of vertical
water velocity averaged from glider dives only vs from clermnly. This constraint reminds us that
only the lift and drag parameters described4n3 are able to bring the mean dive and mean climb

profiles of vertical water velocity closer together.

4.5.2 Choice of minimization

Based on these two assumptions and knowledge about how égithpiirameter and constants

affected the profiles of vertical velocity, we tested a nurmddecost functions to minimize:

e Vertical water velocity variance;_, w,, (t)?

Temporal mean profiles from dive and climb,

wa(2)| + [we(2)] >»

Temporal mean offsets between profiles from dive and climby,(z) — we(z)| >

Offsets in dive-climb magnitude,< |wq(z)| — |we(2)| > |

Vertical divergence< |wq(z)— < wq(z) >, |+ |we(2)— < we(z) >2 | >2
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where< - >, is the depth-average of a mean profilg,(¢) is the estimated water velocity at time
t, wq(z0) = (wy(t: 2(t) = 20laive) IS @ mean profile of vertical water velocity estimated during
glider dives only, - | is the magnitude. Each average is calculated over an ensehbive cycles
which may vary from 20 cycles to the entire mission.

Examples of these minimizations run on pairs of parameterst@own in Fig. 4.6. Each panel
shows the resulting mean profiles @©ffrom dives and climbs after the minimizations were run.
Red lines show a linear fit through each mean profile. The firstrhinimizations, ", w,,(t)? and
< |wg|+|w.| >, in panels (a) and (b), top row have very similar final profiled aets of parameters
(marked in the figure). In the second row, panels (c) and (0vghe results of minimizing offsets

between the dive and climb profiles,

wyq — we| >, and| < |wg| — |we| >, |. There is vertical
divergence in the final profiles, resulting from only miniinig the difference between the mean
dive and mean climb at each depth. These minimizations amigtcain the effects of a subset of the
4 main flight parameters, leaving others to vary. The resuniunlikely profile of vertical velocity.
The last minimization, third row, panel (e), which minimézeertical divergenceq |w;— < wq >,

| + |we— < w. >, | >, fails to minimize the mean vertical velocity and results ihume offset
betweenw, andw,.. We conclude that eithéx", w,,(t)? or < |wy| + |w.| >, are the best choices
and call the lattetv,..4;4 in figures.

This minimization does not take into account possible o#loeirces of error, besides uncertain-
ties in flight parameters. These include asymmetries in liderggeometry or changes in flight
parameters due to the ocean state. The flight model was geekefor the original glider shape and
sensor configuration, including the two gliders used inplaiser. Sensor configuration has changed
somewhat with later generations, however we expect thegehtmbe small. It is possible that the
glider flight model varies depending on the ocean state. iBhat areas of laminar flow, the drag

characteristics of the glider may be different than in addarbulent flow.

4.5.3 Note on data processing for a semi-Lagrangian insémim

Within the mixed layer, the glider signature of vertical agities may be affected by horizontal
convergences and divergences. For example, during deepatam, surface velocities converge

towards downwelling plumes. As a result, any instrument $hands time “resting” at the surface—
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whether by the user’s choice or to communicate data vialisete@lould tend towards regions of
downwelling, resulting in a vertical velocity profile that biased towards downwelling at the sur-
face. The magnitude of this bias depends on the scales oémmnce and the time at the surface

(Legg and McWilliams, 2002; Lavender et al., 2002).

Due to its relatively low speed, approximately 20 cm sthe glider is advected by strong cur-
rents and turbulent motions. In regions with strong vertiedocity, the glider may be sped along
its dive or climb. While in the dive phase of a dive-climb ayclhe glider monitors its descent rate
and assumes it has reached the sea floor if a null rate pessifitiently long. In recent missions
to the Faroe Islands, a glider was caught in such a strongafipgtiat the dive was arrested, the
glider aborted the dive and returned to the surface. Strangts affect the sampling behavior of

Seaglider, and so care must be taken when processing data.

Profiles that are gridded, binned or interpolated onto anlgwapaced depth-grid must be appro-
priately weighted by inverse glider speed in order to caltmubtatistics on multiple dive cycles. The
effect of unweighted gridding of glider estimates of veatigelocity are shown in Fig. 4.7. Vertical
velocity estimates were divided by whether the glider wasdior climbing (green or blue curves)
and whether the glider was in the mixed layer or stratifiedorebelow (top vs bottom row). On the
left are histograms for all sg0%k4 estimates, with no gridding applied. On the right are histots
for sg014w which was gridded onto a 4 m evenly spaced depth grid. In tkedrayer, gridding ac-
centuates downward motions during dives and upward motlariag climbs. A purely Lagrangian
instrument is speeded through downwelling on a dive, apfatgly weighting the downwelling by
measuring evenly in time. All average profiles shown hereevoemputed within depth bins for

measurements on the original time-spaced grid.

4.5.4 Procedure

Our minimization procedure is to regress toandb jointly over the first 50 cycles, thef, and
0V on all dive cycles (1-663 for sg014, 1-617 for sg015). Thigdsated until parameter values
converge. The resulting offset between dive profiles andizprofiles is~0.1 cm s!. Since only
a andb fix this offset, we regressed féron dive cycles 1-663 thefy, anddV on dive cycles 1-663

until these again converged. The final valué @fas 0.0088 instead of 0.0092, a change of less than
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5%. This new value reduces the offset betwegrandw, to less than 0.05 cnt3.

4.6 Results

The parameter sets that resulted in a minimizingv,| + |w.| > for sg014 over the entire mission

was

a=0.004, (4.14)

b =0.0088 , (4.15)

Yy =4.11 x 1079, (4.16)
Vo =—124, (4.17)

where the new) = Vi initia — 6Vo. The resulting offset between from dives and climbs, aver-
aged over ensembles of 20 dive cycles is shown in Fig. 4.&yBatry is stippled, and maximum
and minimum mixed layer depths in each ensemble are plottedhite. Offsets between aver-
age velocities from dives and climbs appear to be distribar®und zero with no clear structure.

Magnitudes of the offset are higher in the deep mixing regjidmit velocities there are also higher.

4.6.1 Consistency check

Our consistency checks are based on the assumptions useghiing the minimization as well as
the theoretical understanding of the character of vertieddcity in the ocean. We have already
shown that the mean dive and climb profiles of vertical v&yodd not differ significantly, but this

is a condition that was enforced by our minimization. In thratffied ocean, we expect that rms

vertical velocities scale with/+/N as
< w? >=0.25Ny/N . (4.18)

The bulk estimate for the entire mission is shown in Fig. 4@ matches well for loweN. Above
N ~ 1.5 x 1073 rad s7!, the scaling breaksN higher thanl.5 x 10~ is in the thermocline.
The thermocline is both an area where the scaling can be &xpér break down since energy

may be trapped by stratification. This is discussed furthéChapter 5. The thermocline is also a
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region where we expect the highest errors in salinity edtomain particular, salinity spiking due
to uncertain CT flushing rates in regions with large tempeeagradients.

In the unstratified mixed layer, primary energy sources drelsvand buoyancy flux from the
atmosphere. Comparing rms vertical velocity averagedimitiie mixed layer over 1-day periods
with forcings, we find that velocities lag forcing at 0.6 and @ays, and have an = 0.65 and
r = 0.58 correlation coefficients, Fig. 4.10. Both these result gis confidence that the vertical

velocity estimates by Seaglider are realistic.

4.6.2 Error estimates

Errors in vertical velocity can be estimated several waysaé the uncertainty iw,, due to uncer-
tainty in parametersa( b, v4, 0V), (2) the offset between the mean dive and mean climb profiles
< wg — w, >, and (3) by the high frequency noise level.

Frequency spectra of vertical velocity were calculatednfiglider profiles in the mixed layer
and below the mixed layer. Data were first subsampled to thedbsampling rate, 40 s for sg014,
and only profiles with at least 256 data points were used. eltvere 19 such profiles in the mixed
layer and 39 in stratified water. Spectra were averagedhegptoducing the estimate in Fig. 4.11a.
Higher energy is visible in the mixed layer than below by al@odecade or multiple of 3 for velocity.
Also shown (Fig. 4.11b) is a histogram of buoyancy frequeratyes for the two sets of profiles. As
expectedV is larger for the profiles taken below the mixed layer. Fogfrencies less thaiv, the
GM-model predicts a white spectrum afwhile aboveN would be a Kolmogorov spectrum with
slope—5/3. SinceN varies, there would just be a tendency towards these slaftethe highest
frequencies, abov&/ > 0.0126 rad s!, instrument noise increases, as can be seen by the high
frequency rolloff in the spectrum from profiles @fbelow the mixed layer. The noise estimate from

this method ist0.6 cm s L.

4.7 Discussion

We have shown how the various unknown flight parameters irStmglider flight model affect
estimated profiles of vertical velocity. Lift and drag canvaanean profiles estimated from dives

and climbs closer together, while induced drag has littlead@ffect. Volumetric thermal expansion
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had a small effect, once the volume offset due the the refersamperature was accounted for.

Five minimization choices were tested, and it was deterchihat there is little measurable
difference betweerc w? > and< |wy| + |w.| >.. The latter minimization was chosen since
it seems more likely to constrain the actions of the varioighflparameters. We described the
compensation between parameter choices, and as a resdé thrun the minimization over the
entire mission, after fixing the lift coefficient from the 180 dives. The resulting offset between
mean dive and climb profiles was very small, and the patteaffedéts over the course of the mission

and in depth was reassuringly random.

We checked the resulting estimates of vertical velocityhwilite theoretical WKB scaling from
Munk (1981) and found that they compared well in the weaktgtdied deep ocean, though the
scaling broke in the thermocline. Further consistency kfiace given in Chapter 5, confirming that
vertical velocity magnitudes and scales compare well withotetical expectations for the mixed
layer and stratified ocean, and relationships with forgimg. the high-frequency roll off in the

vertical velocity spectrum gives an estimate of the noippr@ximately+0.6 cm s*.

Appendix: Effect of a faulty pitch sensor onw (sg015)

Glider sg015 was found to have a faulty pitch sensor. For I#kmgthis can be diagnosed by
estimating the relationship between measured pitch aol pantrol. The glider estimates a desired
pitch angle based on its distance from the target latitudelamgitude, and the flight model. To
meet that angle, it adjusts pitch control which refers todistance for and aft that the battery pack
moves within the glider body to set the pitch. The gain is apinately 12-18 per centimeter
movement. Since pitch also depends on buoyancy and the mabhxgilume (VBD), we calculate
the linear relationship between observed pitch and thegiesticontrol elements for sg014 to check

the stability of the relationship,

I

Hcontrol

h=A : (4.19)

Ve

B
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where A are the coefficientsX; being a mean contribution), is an identify vectorf. ,,iro iS
the pitch control,v,. is the volume change produced by the VBD aBds the glider's buoyancy.
The resulting coefficientd are shown in Fig. 4.12, filled gray circles. The estimatesiedover
ensembles of 20 dive cycles were fairly constant, espgdiathe mean, though some dependence
on pitch control was seen. The the latter half of the missidren the glider was experiencing deep
convection (cycles 350-350, the buoyancy and VBD deperedappear more variable, but because
buoyancy changes very little and the VBD did not have to pusymach, the net contribution of the
buoyancy and VBD dependencies on pitch remains small. Regdhe same procedure for sg015,
we see that the mean relationship (Fig. 4.12a) is much moiable, especially after dive cycle 300
(Fig. 4.12, open black circles). The result, if we do notragiesome correction for pitch, is that the
mean vertical water velocity is near zero for the first 25@diycles but significantly nonzero in the
latter half of the record.

To test the effect of replacing the pitch input to the glideghft model with an estimated pitch,
we calculated the relationship between pitch and contmisd014 from the first 331 dive cycles,
then estimated pitch for these same dive cycles based ondldelmWe repeated this for sg014,
cycles 332-663 and sg015 cycles 1-308 where the pitch maaeralatively constant.

The difference between the new average profiles, using timated pitch, and the original
average profiles using the measured pitch is shown in Fi@. 4The offset is large right at the
surface, where pitch changes rapidly, but there also appgedre a mean offset between vertical
velocity from the dive and climb with corrected pitch. Théset is on the order of 0.1 cnT$, with
climbs having a greater mean upward vertical velocity. Ggjs pitch may be corrected in this way
for the latter half of the record, then we can expect a meaebHetween the dive and climb in the

corrected pitch, and that vertical velocity error is inaee by about 0.1 cnTs.

4.8 Figures
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Figure 4.1: Flow chart of Seaglider flight model and proagaggirocedures. In blue are measured
quantities (glider masa/, controlled volumes(t), temperaturd’, conductivityC, pressurep, time

t and pitchd), in yellow are parameters of the flight model (voluiig glider absolute compress-
ibility ~,, thermal expansivityy, and lift a, dragb, and induced drag coefficients) and the salinity
calibration parameters @ndc). In green are the models applied, the Seaglider steadyt-fiigpdel
and the CT-cell flushing speed. In white are calculated qjiest Vertical water velocity«) and
salinity (S) are the calculated products affected by tuning the flighd@ho
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Figure 4.2: Measured vertical glider velocity in the presenf extended roll maneuvers, sg014
cycle 540. Glider vertical velocity,,..qs iS plotted, so negative values correspond to diving and
positive values to climbing. The duration of a Seaglidel mmneuver is shaded in gray. Note the
velocity spikes during roll maneuvers as the Seaglider Watbing (right side of plot).
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Figure 4.3: Average profiles of vertical water velocity, aegied by glider dives (black) and climbs
(gray), for the entire mission sg014. In dashed are the gegpeofiles using nominal flight param-
eters. In solid are the average profiles using flight parammeteosen by the procedure outlined in

64.5.4.
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Figure 4.4: Effect of a 5% increase of each parameter (or Herceolume) on vertical velocity
profiles v, (2)), calculated as new vertical velocity profile minus the i@ The effect forw,,
from glider dives is in solid lines while climbs are dashed.

a) Force balance, glider dive b) Force balance, glider clim
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Figure 4.5: Diagram of force balance on the Seaglider, duairdive (a) and during a climb (b).

Forces are lift ), drag (D), and buoyancy B). The glider velocity isU and W in the z- and
z-directions, and is the glide angle.
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Figure 4.6: Choice of minimization procedures, tested jates 241-340 from sg014. Each panel
shows the resulting mean profile of vertical velocity estedaduring Seaglider dives (blue) and es-
timated during climbs (green). The red lines are lineardsdit to each profile, showing divergence
or offsets. The old and new parameters are in the text of egotefiand the choice of minimization
is in the title, corresponding to the list §#4.5.2.
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a) Mixed layer, original b) Mixed layer, depth—gridded
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Figure 4.7: Effect of gridding vertical water velocity estites {v,,) by depth bins before calculating
distributions. The left column shows the histogram of arajiwater velocity estimates,, in the
mixed layer (a) and stratified ocean (c). The right colummghthe same data, but gridded by
depth before calculating histograms, (b) and (d). Tramsiiog w,, profiles onto an evenly spaced
depth-grid over-weights downward velocities during digesl upward velocities during climbs.
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Figure 4.8: Offset between the average profile of verticabweelocity computed over an ensemble
of 20 dives and an ensemble of 20 climbs. Black regions mdsnaverage velocity profile from
dives is more upwards than from the climb. Bathymetry ig@é&ig. Minimum and maximum mixed
layer depths observed during each ensemble are overlaitlite.w
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Figure 4.9: WKB-scaling ofu,.,,s in the stratified ocean, sg015. Vertical velocity measurgsie
were binned byN. For N < 0.0013 rad s'!, measurements matched theoretical expectations
for a GM-internal wave field, scaling as w? >~ 0.25N,/N. The WKB-scaling breaks for

N > 0.0013 rads™L.
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Figure 4.10: Scatterplots of sg015.,,; on heat flux (a) and wind speed (b) for lagged daily aver-
ages.
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Figure 4.12: Stability of measured pitch related to meanagh control (b), buoyancy (c) and
VBD (d), as described by (4.19), for sg014 (gray) and sg0lack). The mean (a) is relatively
steady for sg014 and for sg015 before dive cycle 300. Aftee dicle 300, the mean for sg015
ranges from -2 to 5.
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Figure 4.13: Mean change in profiles of vertical velocity,) due to substituting modeled pitch,

calculated from (4.19) for measured pitch. Panels are fot4gycles 1-331 (a), sg014 cycles 332-
663 (b) and sg015 cycles 1-308 (c). Effect of pitch correcpoocedure on mean profiles of vertical
velocity from dives (black) and climbs (gray) and with stardideviations in dashed lines of the
same color. The overall change is less than 0.1t s
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Chapter 5

VERTICAL VELOCITIES IN THE STRATIFIED AND DEEP CONVECTING
LABRADOR SEA FROM SEAGLIDER, 2004-05

5.1 Introduction

In most of the world’s oceans, the surface thermocline isligigtratified, preventing the free ex-
change of surface properties and forcings with the abysthdabrador Sea, weak stratification
and large wintertime heat losses allow convective oveiigro greater than 1000 m deep. Its
remote location and intense meteorological and oceanidittons limit most observations to hy-
drography and tracer properties after active convectienemaled. Notable exceptions include the
Labrador Sea Deep Convection Experiment, OWS Bravo andoBrenoring, and several moorings
from IFr in Kiel in the site of deep convection (Avsic et alQG5). More recently, autonomous
profiling floats (Yashayaev and Loder, 2009) and Seaglidave kenabled wintertime observations
of hydrography (Argo since 2001, Seaglider in 2003-200%) \artical profiles of vertical velocity

(Seaglider). The Seaglider observations are the focussotkapter.

Deep convection differs from wind-driven mixing in that tedsle surface stratification is cre-
ated by interaction with the atmosphere or ice. In the Latwr&®a, cold, dry air from the Canadian
plateau cools the surface, creating a thermal inversions®plumes can descend at speeds of up to
10 cm s!, reaching deeper than 1000 m. Three conditions are typicaéaegions which undergo
deep wintertime convection: (1) preconditioning that kelshes very low subsurface stratification,
(2) strong upward buoyancy fluxes that in the Labrador Sedvietiterranean are associated with
cold, dry winds from over the land, but in other regions magufefrom an influx of salt via brine
rejection from ice formation processes and (3) doming isopis associated with a cyclonic circu-
lation. Strong buoyancy fluxes break near-surface stratifin, while preconditioning allows the
dense plumes to reach more deeply. In the Labrador Sea,gbermtitioning may result from the

previous year's convection, which typically leaves a baltisveakly stratified Labrador Sea Water
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(LSW) in the central Labrador Sea. Thus, deep convectioikeédylto exhibit interannual/decadal
variability as deep stratification is retained, strengétear weakened over several years. Cyclonic
circulation aids convection by shoaling stratified isomisnand reducing the overall amount of
buoyancy which must be removed in order for the dense pluoresth the weakly stratified depths.
This buoyancy which must be removed is referred to as coiovemsistance (CR) (Bailey et al.,
2005). CR is the depth-integrated density anomaly abovetzpar depthh,
0
CR(h) = /_h (S, T,z)dz —o(h) x h (5.2)
with units kgm—2. Multiplying by g/po gives|[.J/kg]. Negative values of CR correspond to stable
stratification. The contributions to this integrated buayaanomaly may be separated by temper-
ature and salinity by substituting a constant salinity engierature in the calculation of potential
densityo. These constituent CRs are
— 0 — —
CR(h,S,T) = /_h o(S,T,z)dz —o(S,T,h) x h (5.2)
0

CR(h, S, T) = / o(S,T, 2)dz — (S, T, h) x h . (5.3)
—h

If S andT are the average salinity and temperature for the profilepthdeand a linear equation of
state is used, then complete convection resistance is thefine constituent’ Rs. In the Labrador
Sea, stratification is dominated by salinity, and the neortheabrador Sea in particular is blocked
from deeply convecting by a relatively fresh surface lay@onvection resistance due to salinity is
shown in Fig. 5.1b. CR contours describe the doming isoggarad preconditioning (nearer to zero
is less stratification) while heat flux contour show the ragidere heat loss is high. The intersection
of the two is the region where deep convection is typicallyrith. The intersecting region may be
modified by a change in either preconditioning or heat fluxgoas. In 2008, for example, the
geometry and timing of Labrador shelf ice cover changed,ingpthe region of highest heat loss
towards the center of the doming isopycnals (Vage et al9R0The result was some of the deepest
convection & 2000 m) observed in a decade.

Convection occurs over multiple length scales (Marshall &ohott, 1999), ranging from larger
convecting patches down to plumes. The local process ataerhixing is intermittent and spa-

tially inhomogenous, mediated by plumes organized hotalynat scales of less than 1 km, while
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the larger convecting patch refers to the general locatibare/plumes may occur. After deep con-
vection ceases, the edges of the bolus of well-mixed wageswsject to baroclinic instability, while
the middle slumps and finds its neutral buoyancy level.

Convection has been observed in laboratory and numericdelmdsee review, Marshall and
Schott (1999)), and less frequently in the open ocean. Skwstruments can observe vertical ve-
locities during convection, each with its own pros and coAsoustic Doppler Current Profilers
(ADCP) mounted on deep water moorings produce verticalitglprofiles at~20 m vertical reso-
lution at a single location with noise levelsl cm s™t. Limited horizontal information is available
from analysis of the beam spreading characteristics. Dempangian floats give the motion of
fluid parcels in the mixed layer with limited horizontal imfoation (Steffen and D’Asaro, 2002).
Seagliders estimate vertical velocity along a specifiecktreith a roughly 1:3 vertical to horizontal
slope and noise levels somewhat lower thah cm s'. Some horizontal and vertical structure
information is available, though space and time are aliaSetnparisons between mixed layer and
stratified vertical velocities are also possible.

In this chapter, we compare the 2004-05 winter (hereaftbedc2005) with preceeding and
succeeding years. We then examine the high resolution gyajpby from Seagliders, as well as
the structure, magnitude and distribution of vertical watelocities in stratified regions and in

unstratified, convecting regions.

5.2 Data and Processing

5.2.1 Seaglider

The Seaglider is an autonomous underwater vehicle dewtlap¢he University of Washington
(Eriksen et al., 2001). It navigates using dead reckonirgéen Global Positioning System (GPS)
fixes, transmits data and may receive commands via the iiniciatellite system after each dive-
climb cycle. Profiles are made to 1000 m depth with an appratety 1:3 vertical to horizontal
slope. Relative to aspect ratios of physical features in_tiimador Sea (e.g. a 100 m mixed layer
depth divided by a largest Rossby radius of 10s of kilometershe related Prandtl ratigf /N
where f is the Coriolis frequency and/ the buoyancy frequency), a 1:3 slope is nearly vertical.

The glider typically surfaces 6 km through the water from vehiés dive began. On its sawtooth
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trajectory, the spacing of glider profiles averages 3 km,naarer the surface and 1000 m depth,
sampling is regular but non-equispaced, ranging from 10@seters to near 6 km. During a single

dive-climb cycle, sampling is uniform in time within speeifi depth intervals, ranging from every

5 s in the top 40 m to every 40 s deeper than 300 m, correspomdirghly to vertical spacing

between 0.3 and 2 m at a 0.06 m'gdive and climb rate.

In this observational program, 5 Seagliders were deploydidren October 2003 and August
2005. Seagliders S/N 14 and 15 (hereafter designated a4 agllsg015), the focus of this chapter,
were deployed from Davis Strait on 24 September 2004. Thaks are shown in Fig. 5.1a, criss-
crossing the north Labrador Sea from east to west as thesitedrsouthwards. Around 68, they
switched headings to due south, following®®6and 58W. The gliders turned eastward once they
reached the 1000 m isobath on the Labrador shelf then texvéhe region of deep convection in
February before heading northeastwards to be picked up@iGreenland coast. Along the track,
the Seagliders measured temperature and conductivity§Bedlectronics (SBE) custom sensor),
pressure (Paine Corporation 211-75-710-05 1500PSIA)1Sg@ditionally had fluorescence and
optical backscatter (WETIlabs custom ECO-BB2F puck), asdaived oxygen (SBE 43F Clark-
type oxygen electrode) sensors, from which data are destiib Frajka-Williams et al. (2009).
Depth-averaged horizontal velocities are calculated f@maglider measurements, using a flight
model based on Seaglider hydrodynamics and surface poshiEgtween two consecutive surfacings

with typical error of about 1 cms. Data calibration details are given below.

Salinity

Seaglider uses an unpumped conductivity cell (Sea-Birdtilrics SBE 4 conductivity cell) in
order to conserve energy, since power consumed by typicappd systems is an appreciable frac-
tion of overall Seaglider power consumption. Instead of puny, Seaglider relies on its motion
through the ocean to flush the conductivity cell. For a glgjsged between 0.2-0.5 m's a range
typically found on a dive-climb cycle, the cell flushing sgeanges from 0.1 to 0.4 nT$, consid-
erably slower than typical pumped rates of 2 m.sMeasurement of temperature just outside the
conductivity cell and variable flow rates through the cefiuléin the need to estimate temperature

accurately within the conductivity cell in order to estimagalinity. The first correction is a simple
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but variable time lag between when water passes the themtvhen it fills the measurement
volume of the cell. The second is the thermal inertia of tHevaeich can significantly heat or cool
water within the thermal boundary layer along the cell waflecting its conductivity.

In order to correct salinity, we needed a model for the cefitfing rate given the glider speed
and attack angle, a description of the development of iatdooundary layers and the effect of
cell geometry on the pressure head between the cell moutexdndThe cell flushing rate was
determined empirically in a flume and depends on cell diameste geometry. The time offset
between the thermistor and cell active volume was calatilagethe flow rate vs distance from the
thermistor to opening, then as a volume flux through the @eld on the flushing speed.

Using the lags and flush rate, we calculate the average tetuperin the active cell associated
with the time the water passed the thermistor. The therneatianresponse was modelled following
Lueck (1990); Lueck and Picklo (1990). Parameter choicesdch glider were determined empiri-
cally, by inspection, to reduce unrealistic overturns mtermocline and differences between dive
and climb salinities at the same temperature. Some sa8ipikes still remain, in part due to unre-
solved vertical gradients. These spikes are removed &fteother corrections have been applied,

using a simple despiking algorithm. Full details of thersgfi algorithm are forthcoming (Eriksen,

in prep).

Vertical velocity

See Chapter 4.

Argo-glider hydrography comparisons

To check glider calibratioin situ, we found Argo float profiles which were near to gliders in gpac
and time (within 60 km and 10 days). There were 14 pairs of Aaga glider profiles within this
radius. Four pairs were within 30 km, approximately the Rgsadius for the region, and 5 days.
Fig. 5.2 shows the pairs of glider and Argo profiles nearesinie: Argo float 4900528 matched
with sg014, cycle 307 (within 56 km and 2 days) and Argo flodd@¥4 and sg015, cycle 260
(within 19 km and 4 days). In the deeper layers, salinity apigmtial temperature at deeper layers

agreed within 0.01 and 0.96. This agreement is typical of the closest pairs of profitesia typical
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of intrinsic horizontal variability of the deep Labradoré&SeHence, instrumental accuracy may be

better than this.

5.3 Interannual trends in convection, 2003-2008

The 2005 convective winter in the Labrador Sea occurrechdwaiperiod of overall restratification.
Using NCEP heat flux estimates from 2002-2008 and Argo float aleailable during the convective
winters of 2003 and 2005-2008, we can estimate the generaldrin heat content in the Labrador
Sea as well as watermass properties of Labrador Sea Wateedavver the 6 year period.

In keeping with other interannual descriptions of convattiwe will compare the thickness of
pycnostad layers as in Lazier et al. (2002) &rdS properties as in Yashayaev (2007). Both of these
studies relied on the rich and long timeseries of the repgdroigraphic section across the Labrador
Sea known irWorld Ocean Circulation ExperimeffWOCE) terminology as AR7W (Yashayaev,
2007). Using Argo allows us to observe convective productsngd the active winter so we are

better able to compare to glider observations during winter

5.3.1 Atmospheric forcing

Cold, dry air off the Canadian continent is a primary drivethee deep convection in the Labrador

Sea. Surface buoyancy flux due to atmospheric forcing mayriteey

_ 90@Q

Cp

B +gB(E — P)S (5.4)

where( is heat flux andE — P evaporation minus precipitatiory is gravitational acceleration,
a the thermal expansion of seawater, which depends on tetope@nd salinityS, ¢, the specific
heat of seawater{ 4 kJkg~'K 1), and3 the haline expansion coefficient. It has been shown that
for this region, freshwater flux is a small contributer to thean buoyancy flux, approximatedys
or -2 Wm~2 (Lazier et al., 2002). For this chapter, heat flux is cal@dais the sum of NCEP short
wave radiation flux, long wave radiation flux, sensible haat #nd latent heat flux, and is in units
of Wm~2. Negative sign indicates heat or buoyancy loss from therot®the atmosphere.

During the winter, sensible heat dominates, with about \8®0~2 lost to the atmosphere, while

latent heat flux contributes another -150 WAnLongwave radiative flux is low, and nearly constant
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at -70 Wn12. Shortwave insolation is responsible for warming the sierfacean +80 WP, The
spatial location of greatest heat loss is shown in Fig. 5atbund 59N, 58°W. The location of
greatest heat loss is seaward of the continental shelf apityrbecause the Labrador shelf is ice-
covered until late in the spring, shielding the cold atmeasjghwinds from the relatively warmer
water. This location is more stratified than the central bdbr Sea where deepest convection is
found (around 58N, 54°W), as shown by convection resistance (CR) contours in Ei.5lt is
also upstream of the region of deepest convection aroundyttienic circulation in the Labrador
Sea, reflecting the time-lag between the heat loss and dewpamn as upper-ocean stratification
is removed.

For 2002-2008, the heat content anomaly was calculated mseaintegral of daily NCEP-
NCAR Il reanalysis heat fluxes (latent, sensible, shortweave longwave radiation), as in Lazier
et al. (2002). This assumes that d lateral heat flux can bectegl. The timeseries of total heatflux
in the convection region was used, with the mean removed.nMahues in heat flux contribute a
linear trend to the integrated heat anomaly, while remotliegmean requires that the beginning and
end points of the heat anomaly integral be at the same leeglatibns relative to this mean result
from seasonal and interannual variations. The heat anomdlig. 5.3 shows a restratifying trend

from 2002-2007 that reverses with anomalously high heatitp2008.

5.3.2 LSW properties from Argo hydrography

Deep convection can be measured by the depth of convectibbyavariations in the annual vintage
of Labrador Sea Water. In the late 1980s to mid-1990s, LSWiymtion was strong and relatively
persistent, with LSW volume peaking in winter 1994/95. Anugdh reversal of the NAO and cessa-
tion of cold windy winters occurred in 1996, and deep wint@m@ction has been sporadic since.
Finally, winter 2007/08 saw the return of convection to 1&6®8epth, with the strongest air-sea heat
flux since the mid-1990s, in spite of an NAO index that was antyderately positive. Using Argo
floats, we calculated the mean properties of potential teatye, salinity and density within the
convecting region during deep convection. The mean prcftiesyn in Fig. 5.4 were calculated fol-
lowing Lazier et al. (2002) by first transferring data in tleeection region of 56-58N, 53-55W

in April to o-coordinates, then averaging, before returning to an geedepth-grid. The effect
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is to reduce variations in properties due to heaving of irdkewave surfaces or averaging across
isopycnals that are sloped.

The potential temperature in the well-mixed depth rangeemses between 2003 and 2005-2007
(Fig. 5.4b). This increase in average temperature of LSWesponds to the restratifying trend
(increase in heat) observed by the cumulative heat flux suofd-ig. 5.3. The 2008 convective
product is cooler than 2005-2007, though not as cold as 288ity changes are less noticeable,
with the average LSW salinity around 34.83-34.86. Mixeclagepths are best seen in the profiles
of potential density, with the deepest ones observed in ®& ear to 1600 m by our calculation,
compared to 1000 m for the other years.

The volume of LSW may be estimated from the minimum vertiealgity gradient. Following
Lazier et al. (2002), we created a histogram of thicknesses i (potential density anomaly rel-
ative to 1500 db) from Argo profiles collected in the venglategion in the month following the
modification of LSW (Fig. 5.5). However, we chose the fixed thoof April for our interannual
comparison, rather than the deepest convected profilestHeiearliest month where the 5 peak
in the distribution matches with the summer months, i.eeradurface modification of LSW has
ended. Pycnostads are defined as regions where the laylemabscbetween 0.002 kgrh inter-
vals is 50 m or greater. This method helps deal with multipieech layers often observed during
Labrador Sea deep convection, which may be indicative otwiae convection or interleaving of
different well-mixed density classes (Pickart et al., 200@ge et al., 2009).

LSW decreases in density from a maximum in 20835 ~ 34.635 kgm~3) to a minimum
in 2007 @15 ~ 34.59 — 34.6) before a striking increase in both density and thicknes208 (to
015 ~ 34.63 kgm~3). The combination of factors leading to this renewal of deapvection (depths
> 2000 m) is described in recent papers (Vage et al., 2009; Yagvagad Loder, 2009) and will
not be discussed here. The 2008 year also showed the mosgboms watermass in April, with
a 1360 m total thickness of pycnostads by this calculatidme 2003 year was not far behind with
a total thickness of pycnostads of 1270 m. The 2003-2007%yw&are relatively inhomogeneous in
temperature, salinity and density even within the actieelgvective region. A particular strength of
the Seaglider over Argo floats is that it creates high reswiidections of hydrographic properties,
with 6 profiles per day to 1000 m, compared with the Argo’s Ernofile to 2000 m every 10 days.
These will be discussed further §6.4.2.
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5.4 Glider Observations, 2004-05

Two Seagliders, sg014 and sg015, were deployed from thes[&tvait on September 24, 2004.
Their tracks can be seen in Fig. 5.1a. They were directed kemaseries of intersecting tran-
sects across the northern Labrador Sea. Once they crosshdo$ooughly 65N, the gliders were
directed southward along neighboring meridians (sg01585and sg014 on 5) until they
reached the Labrador shelf. Sg015 turned east @®BH then south to encounter the shelf again.
From there it headed northwest but was advected by strong-aloelf currents to the west, before it
turned north, then west, then north again. It proceededhmbong 55N, observing 1000+ m mixed
layers, before eventually being lost to the sea at the endastM 2005. When sg014 reached the
Labrador shelf at 59, it turned northeastward to follow the WOCE AR7W repeattisec then
criss-crossed the West Greenland offshore currents (délege 1000 m) before being pulled off-
shore by a powerful eddy. Sg014 was entrained in an Irmingjeg,Riloted free eventually then
returned to Nuuk to be recovered at the end of April, 2005. s€ha@bservations are the subject of

Hatln et al. (2007) and will not be discussed here.

In the Davis Strait, the gliders profiled between the soutbwlwing Baffin Island Current
(BIC) on the western side of the strait, and the northwardifigiwVest Greenland Current (WGC)
on the eastern side of the strait. The BIC is characterizedeby fresh, cold surface waters while
the WGC contains a signature of remnant Irminger Sea Watamvand salty) below the surface
fresh layer. These two currents can be seen in Fig. 5.6 andbFidwydrographic sections (Mertz

et al., 1993; Cuny et al., 2002; Tang et al., 2004).

As the two gliders crossed the 1000 m and 2500 m isobathdlingveouth along 58W (sg015)
and 55W (sg014), they sampled westward directed extensions diMés Greenland Current that
turn away from the Greenland coast at the 1000 m and 3000 ratls®Cuny et al., 2002). These
offshore advective currents appear in both glider recosdthigk layers of warm, salty Irminger
Sea Water (ISW) from about 100-500 m, indicated by the highptratures (red) in November-
December of Figs. 5.6b and 5.7b. The core of this Irminger \B&t®r weakens as the gliders
continue south, but is still found when the gliders encouttte Labrador shelf. Shelf encounters
are visible as dark blue regions near the surface in potdetigperature in January for Fig. 5.6b

and December and January in Fig. 5.7b, and also as steepipdathymetry in (e) panels at the
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same times. As each glider leaves the shelf region and crélssecentral Labrador Sea, the ISW
signature disappears and the deepest convection is otdserve

Sg014 sampled its deepest mixed layers (greater than 106058)N, 5°W along the AR7W
line, near the end of January. It soon left the region of deswection, before the largest mixed
layer depths of the season were recorded by Argo floats. Sgfxhpled its deepest mixed layers
between 56-6TN along 55W in February. Along this northward track at®9it also encountered
a stratified eddy surrounded on both sides by 1000 m deep raxeds, shown in thé record in
Fig. 5.7 in shaded gray. Sg015 also left this region for testwater stratified area north of°®0

before deep convection had ended, and neither glider aibéine process of restratification.

5.4.1 Convection hydrography, 2004-05

Mixed layer depths greater than 200 m were observed from rleeeto February by sg014 and
sg015. Both gliders observed mixed layer depths exceetimfutl dive depth in late January and
early February. They collected approximately 36 and 50 lesfirespectively with mixed layer
depths>1000 m. Sixteen argo profiles were available from Januaryatehl1, 2005 within 56.4-
5%N and50 — 55.5°W. Argo profiles are more sparsely distributed since Argotfl@mly profile
every 10 days, returning 50-55 samples per 2000 m profilele@iprofile to 1000 m approximately

6 times a day, returning 500-750 samples per profile.

5.4.2 # — S variations in deep mixed layers

In glider profiles of well-mixed deep layers with surface @00 m density variations of less than
0.01 kg n73, the range of average mixed layer temperatures observexl3ag#-3.65C and 34.83-
34.86 from sg014 and sg015 (Fig. 5.8). This span of GC3&nd0.03 corresponds to a density
difference greater tha@.02 kgm=2 (allowing for observed density-compensation) within tioa<
vection region. (During this period, sg015 was within 56814 N and 54.84-55.44N and sg014
was in 57-59N and 50-52W.) Argo hydrographic profiles immediately after the suefé restrati-
fied (Fig. 5.4) give a density change of 0.03 kgtdrom 100 m depth to 1000 m, the center of the
newly formed LSW. Thus, the observed horizontal variatimnsonvectively mixed regions are of

the same magnitude as the vertical stratification preseert déep convection ends. This suggests
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that the process of restratification is speeded along bydtiedntal variations in density within the
mixed patch, rather than requiring lighter water to moveftbe edge of a large, fully horizontally
and vertically mixed patch to restratify.

A stratified eddy encountered by sg015 in the region of deepeazttion had properties match-
ing those of Irminger Rings (Lilly et al., 2003; Rykova, 2006alinities increased within the depth
range 100-600 m as the glider profiled 11 times within the e&lyface temperatures were 95
warmer than surrounding water. Temperatures and satintiecd00 m were the same as the sur-
rounding convecting areas. Waterfall plots (Fig. 5.9, egponding to the gray shaded region in
Fig. 5.7) show the transition from vertically well-mixedis#&y and potential temperature on year
day 40 to a stratified region with warm and salty Irminger SeaefMrom 100-500 m. The absence
of a deeper mixed layer at the surface of the Irminger Ringatds that it is relatively “young,” ex-
periencing its first winter, as opposed to eddies which hiready undergone convection (Rykova,
2006). This eddy is unlike those described by Steffen andsBta (2002) or Gascard and Clarke
(1983), both of which were identified with a cold surface laged deep mixed layers. Instead, the
o1.5 contours in Fig. 5.9a show a very stratified eddy while thepdeenixed layers are on either
side (less than 0.01 kgm density variation from the surface to 1000 m). The vertiebuity field
in Fig. 5.9¢c shows high vertical velocities on either sid¢haf eddy and very low vertical velocities
within the eddy. These will be discussed furthe£5.4.

The deepest mixed layers observed by sg014 are shown $ymiilaFig. 5.10 for the period
highlighted in gray in Fig. 5.6. Contours af 5 in Fig. 5.10a show weak stratification near 1000 m
in all profiles except around day 29-34, and increased ftition near the latter half of the period.
Again, vertical velocities are highest in areas with weakgstification and damped in regions with

higher stratification (days 33-38, especially deeper tidhrh).

5.4.3 Heat flux calculated from glider heat content

As in Steffen and D’Asaro (2002), we estimate net atmospherat fluxes from observed changes
in oceanic heat content, assuming a 1-d column model anéfifaating is from the atmosphere.

In reality, the situation is 3-d,

dH
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whereQ is the surface heat flut] = pc, fedz is heat contenti is the ocean circulation. Further-
more, Seagliders are not purely Eulerian, and observe haagesaH/at]g that include the effect
of their own velocityu, through water,

dH
—| =(@+u) VyH+ By . (5.6)
dt |,

Following a method of calculating oceanic heat fluxes inf8teédnd D’Asaro (2002), heat content
was averaged over the 1000 m of each glider prafije,d(t) whered wherec, the heat capacity of

seawater. Then B

00(t)
ot ’

whereQ.s: neglects the transit through spatially variable stratifiza The pc,6 time series for

Qest = PoCp (57)

sg014 and sg015 are shown in Fig. 5.11a. From Septembegthidovember there is an apparent
increase in heat content even though net heat loss is expettas is due to the glider moving
from the very cold, fresh Davis Strait waters towards thelaife extension of the West Greenland
Currents with a strong, warm core of Irminger Sea water. Tekést part of this current was
sampled at the peak in heat content, in early November, andeaeen here in the heat content plot
as well as in the hydrography in Figs. 5.6 and 5.7. The heatdemated from this peak towards
the period of deepest convection is -730 to -900 ¥¥rom November through January, three times
the estimate from NCEP/NCAR Il reanalysis heat fluxes, araddembination of the atmospheric
heat loss and the transit towards regions which have begacseith to higher heat loss and typically
devoid of warm, salty Irminger Sea Water. A plottbat depths below the mixed layer (not shown)
indicate that 500 4 is increasing along the track in a region isolated from thréase fluxes, then
decreasing by abouf€ from the location of highest heat content to the period efpdeonvection,
when mixed layer depths reach past 500 m. This is confirmati@contribution by by the glider
flight through horizontal stratification,, - VH.

For comparison, the same calculation was done with Argo #880611 that persisted in the
central Labrador basin for 2 consecutive winters, 2005 &@b2 Argo floats spend 10 days fol-
lowing currents around 700-1500 m) before profiling everyddys. Since they do not have a
translational velocity of their own, the heat flux estimaaes much closer to those from NCEP and
historical measurements, -240 to -260 Wh{Fig. 5.11b.). The end result is that due to slow glider

speeds, these transects cannot be used to estimate heat flux.
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5.5 \Vertical velocities measured by Seaglider

Sg014 and sg015 estimated vertical water velocities in td@ador Sea, leading up to and during
deep convection. We focus on two measures oftHeeld: magnitude ¢..,,,s velocity) and length
scales (decorrelation length scale along the glider tra€kpm the whole record, rms-speeds in
the mixed layer are higher than those in stratified regioig @-12a). For each profiley,.,,s was
calculated above and below the mixed layer depth. Smoothynaveraging over 20 dive cycles,
mixed layerw,s ~ 2 cm s~ ! while below the mixed layer, it is closer to 1 cm's In the deeper
mixed layers in January and February, the,; velocity is further elevated, and will be discussed
further in§5.5.2. An exception to mixed layexr,,,; exceeding those in the stratified region occurs
when sg014 ascends the Labrador shelf in the first half ofalgniHere,w,..,,s velocities below
the mixed layer are relatively higher than in other stradifieeas. This is a region of high heat flux
and winds, but so are most of the observations. On the stwifever, the total depth of the water
column is only~400 m, trapping internal wave energy nearer the surface dhthvihe Seaglider

observation range more so than for a 4000 m water column.

The second quantification of vertical velocity is the deelation length scale. The zero-crossing
decorrelation length scalke is defined as the lag where the autocorrelation function first crosses
zero. While the decorrelation scale was calculated as difumof vertical position, the Seagliders
profiled at a 1:3 slope. Fig. 5.13 shows two profiles of veltiedocity, one from sg014 dive cycle
284 in the stratified region (with mixed layer depth of abditd) and the other from sg015 dive cy-
cle 482 with mixed layer- 1000 m. The stratified example (black) has a consistent wavenumbe
similar to what might be expected for an internal wave, whike unstratifiedv has higher ampli-
tude variations, shorter scales and downward spikes For comparison, a profile where the mixed

layer depth was about 420 m is also shown in red.

Shorter scales are quantified by the lagged autocorrelatiéilg. 5.13b, visible in the earlier
decorrelation. For a sinusoid, the zero crossing is exdgtlytimes the equivalent wavelength, so
that dominant wavelengths are 4 times the zero crossingHemygthe stratified region, this length
scale is approximately a 350 m scale. By contrast, the lescgles in the mixed layer appear to
scale with the mixed layer depth. As the mixed layer is demgem January and February, the

mixed layer decorrelation scale also increases. The rativwden length scale and mixed layer
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depth is about : 4.

Characteristics of Seaglider vertical velocity obsenadiin the mixed layer and stratified region
will be discussed in more detail in the following sectionsifféent dynamics dominate vertical
velocities in stratified as unstratified regions and so &&téd separately$.5.1 and5.5.2). Next,
we describe observations at two interfaces between stchtifid unstratified regions: the transition
zone at the base of the mixed lay&b.6.3) and the stratified Irminger Ring surrounded by 1000 m

convectively mixed layers;6.5.4).

Vertical velocity spectra from the Seaglider

Seaglider travels at approximately a 1:3 vertical to horiab slope, 10-25 cm™s or about 3-

8 cm s ! vertically. The Garrett-Munk model spectra for internaves were derived for Eulerian
measurements as from a mooring or bottom-mounted instrurme glider velocity results in alias-
ing of the observed vertical velocity energy between freqgyeand wavenumber space. Fig. 5.14
shows the canonical GM76 vertical velocity spectrum in @iexacy and vertical wavenumber space.
The expected vertical velocity frequency spectrum forrimae waves ¢ < N) is roughly white
while aboveN, not shown in Fig. 5.14, the a-5/3 slope is expected for bettpfency and wavenum-
ber. The phase speed corresponding to a 6 chgsder velocity is marked in magenta. The glider
traveling on a slant path observes a combination of vaighil the vertical, horizontal and time.
For hydrostatic eddies and waves, with large to submesotataral scale, typically the aspect ratio
H/L << 1 so that for such motions the glider is effectively movingtieaily. At smaller scales,
higher frequency motions may be more isotropic and tend tuddeer frequency, in which case the
glider samples across all three coordinates andt.

Even so, frequency spectra of vertical velocity were cal@d from glider profiles in the mixed
layer and below the mixed layer. Data were first subsamplékdeidongest sampling interval, 40 s
for sg014 and sg015, and only profiles with at least 256 daerds at the reduced sampling rate
were used. For sg014, there were 19 such profiles in the magaat ind 39 in stratified water.
Spectra were averaged together producing the estimatayirbHi5a. Higher energy is visible in
the mixed layer than below by about a decade. The histogrdsoyancy frequency values for

the two sets of profiles are in Fig. 5.15b. By constructionhef imixed layer,NV is larger for the
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profiles taken below the mixed layer. Variationsfihaffect the calculated slopes, here about -5/3
in the mixed layer and somewhat whiter in the stratified pesfilAt frequencies- 0.0126 rad s°!,
measurement noise increases, as can be seen by high freqoboif in the spectrum of stratified
w. Variance from 0.0126 rad™s to the Nyquist frequency corresponds to a standard dewiatio

0.6 cm s, roughly the noise estimate for these data.

Velocity spectra from a mooring-mounted ADCP

The Sonderforschungsbereich (SFB) 460 group at the Lelbsitut f ur Meereswissenschaften
at the University of Kiel (IFM-GEOMAR) maintains severalnig-term oceanographic moorings,
one of them being the K1 site in the central Labrador Sea33&’'N, 5239.5'W) (Avsic et al.,
2006). They were equipped with a combination of upward logkADCPs (Teledyne RD Instru-
ments, Poway, California, United States), acoustic ctimeeters (ACM, Aanderaa Data Instru-
ments, Bergen, Norway) and SeaCats (Sea-Bird Electronics Bellevue, Washington, United
States). One of these moorings, called K1 recorded data Aogust 10, 1996 through May 25,
1997 sampling deep convection in 1997 near where Seagtitisesved convection in 2005. Vertical
velocities from these ADCPs have a negative bias (me&nless than zero), Fig. 5.16a. We com-
pare velocity spectra from the K1 ADCP measurements witedhHoom Seaglider. Mooring mea-
surements are affected by large-scale advection past streinments, resulting in Doppler-shifting
of observed frequencies. Thus, while we think of mooring sneaments as being clearly Eulerian,
Doppler-shifting of frequencies again aliases horizostalcture onto temporal variation. This can
be used profitably with moorings embedded in strong mean ftowsong eddies, to estimate hori-
zontal scales. The existence of strong near-inertial/{idaks in the mooring spectrum does suggest
the lateral scale of these motions is quite large.

The mixed layer position was estimated by comparing 75 m &dd SeaCat salinities, shown
in Fig. 5.16b. When salinities matched within 0.01, the rdil®yer was> 425 m and when they
differed, it was shallower than 425 m. Mixed layers425 m were observed from February 10-
March 17, 1997. The preceeding 35 day period (January 64Beprl0, 1997) was used for the
stratified comparison. Before the mixed layer depth exckdd@® m, the two velocity time series

show lower magnitudes, Fig. 5.16a. After the mixed layertllaxceeded 425 m, intermittent
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large-amplitude downward spikes and vertical coherenceedfcal velocities are apparent. The
velocity time series was from the 17.4 m ADCP bin centeredl@& 8 m. RMS-speeds for the
stratified region were meah standard deviation ab,.,,s ~ 1.3 = 2.7 and horizontats,.,,,s ~ 8.3 &
243.1 cm s™!, while in the unstratified region they wete,,,s ~ 1.7 + 6.8 and horizontaki,, s =
7.74£186.8 cm s ™!, (using 2529 measurements, every 20 min, for each). In hedatical velocities

in the mixed layer are approximately 1.5 times horizontdébeidies, but the energetic mesoscale is
absent in the lab. The vertical structureofshows high correlation over O(100 m) separation
and marginal correlation over the whole mixed layer. Thierd is some vertical coherence to the

plumes though not as extensive as seen in idealized models.

Velocity spectra were calculated by dividing each 35 datie&rvelocity time series into 24 seg-
ments, calculating the spectra, then averaging. See Rigc5Vertical lines indicate the Coriolis pa-
rameter,f ~ 1.2x 10~% rad s'! (14.34 hr), very near the semidiurnal tidep ~ 1.4x 10" *rad s™*
(12.42 hr). The near-inertial peak is visible in the horizbenergy spectra, both below and above
the mixed layer depth. Above the inertial frequency, the Gibtei for randomly phased internal
waves predicts an-2 slope for horizontal energy spectra and a white spectrureddrcal energy
(Garrett and Munk, 1972, 1975, 1979; Gregg and Kunze, 198bpve the buoyancy frequency,
unknown here due to missing SeaCat temperature data, oeetex -5/3 red spectrum for both
horizontal and vertical velocities. At frequencies).0126 rad s™!, the mixed layer vertical veloc-
ity spectrum flattens, indicating the presence of measurenwise. Variance from 0.0126 rad's
to the Nyquist frequency corresponds to a standard demiaticoughly 0.6 cm s', the estimated

measurement noise.

5.5.1 \Vertical velocities in the stratified ocean

Most of the kinetic energy in the ocean is along isopycnalgniicant vertical velocities exist in
the surface mixed layer, in fronts, during wave breakinghesveand near topography. Smaller mag-
nitude vertical velocities exist in the stratified oceareiitr due to internal waves. The velocity
spectrum is described fairly well in most places by the GaMeink spectrum (Garrett and Munk,
1972, 1975, 1979; Gregg and Kunze, 1991). Internal wavdikieaergy is partitioned into hori-

zontal and vertical components by the aspect ratio of wavéshadepends on their frequency via
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the dispersion relation, ) , ,

Z—g - ;’[2;_?;2 : (5.8)
wherek,;, andk, are the horizontal and vertical wavenumbershe wave frequencyf the Coriolis
parameter, an@V the buoyancy frequency. Freely propagating waves (withwasenumbers) are
constrained to have frequencies between the Coriolis aogamey frequency, typically satisfying
f < w < N. When the wave frequency is near the buoyancy frequesacs (IV), motions are
more vertical than horizontal while near-inertial waves+ f) have motion concentrated in the
horizontal. WhenN = f, there are no internal waves at all. Internal wave energgtspare
peaked at the near-inertial frequency in horizontal véilesi decreasing with increasing frequency,
but the internal wave aspect ratio tends to whiten the fneguepectrum of vertical velocity energy.

Velocity variances depend on stratification, described B§BAtscaling. For vertical velocities
in a GM model ocean, this relationship can be written as

No

9
— _— 5.9
<w'>=ceM gy (5.9)

whereNy = 5.2 x 102 rads ! is the canonical pycnocline stratification angh; = 0.25 cm? s=2

the coefficient for GM energy levels (Munk, 1981). We testB®) using Seaglider velocities,
binning w measurements by to compute< w? > in each bin. Thirty bins were chosen with
nearly the same number of measurements in each. The rgse#timate ot;; was close to the
0.25 coefficient forV < 0.0013 rad s™! (Fig. 5.17). The agreement is confirmation that Seaglider
estimates of vertical velocities are reasonable.

Since tides and winds are the primary energy sources fanite/aves, and tides are relatively
stationary, we further separated measurements by the wentsurface wind speeds from Yu and
Weller (2007). The result is a weak dependencesqgf on wind speed. When separated into 6 wind
bins from 0-20 m s!, c¢o) ranged from 0.15-0.4, generally increasing with wind speit the
exception of a lower estimateg;,,; around 15 m s!. Using just 2 wind binst(,,,q < 10 m s~
andu,,g > 10 m s71), cqas is slightly higher for the higher winds (Fig. 5.18). Each rgodn
the plot is an estimate of w? > from approximately 3000 individual measurements. Kor>
0.0013 rad s°!, in the seasonal pycnocline, the estimatgd; diverges from the predicted scaling
(5.9). Vertical velocity variance at highé¥ are above those predicted by the stratification alone.

Details and possible causes will be discussed furthg5.is. 3.
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5.5.2 \Vertical velocities in the surface mixed layer
Mean profiles, variance and skewness

Asymmetries between upward and downward velocities areagd during deep convection, in
particular that downward velocities are more intense awdlived while the return upwelling is
weaker and more diffuse (Marshall and Schott, 1999). Thiskieen observed for velocities mea-
sured by an ADCP on a mooring, as well as in lab experimentst@Scet al., 1995; Maxworthy
and Narimousa, 1994), and appears in observations as aveegjawness of the velocity measure-
ments. Negative skewness indicates that downward pluneetypically of higher magnitude than
upward plumes, which is predicted by numerical models ofeotion. Lab results have shown that
plumes entrain fluid as they descend, widening and deciglgrats a result, expected mean profiles
of vertical velocity are near zero, variance is elevated tteasurface and skewness is negative.
We calculated these quantities in scaled depth coordirtatdg L D) for vertical velocity mea-
surements from sg014 for profiles with a mixed layer deptmfd®0-990 m. (We neglected profiles
with mixed layer depths- 1000 m since we cannot scale them properly). Mean profiles ofcadrti
velocity are near zero (Fig. 5.19a). Variance profiles,dated from profiles otv after removing
the mean profile, is intensified near the surface though méidémates in the top 20-50 m near the
surface turnaround point are suspect since the steadyastsienption of glider flight is violated
here. Skewness is negative, but noisy. Variance profilegpacenwell with estimates from LES
and DLF (Harcourt et al., 2002), though our estimate is marése intensified than those from
the model and floats, possibly due to differences in how weutate mixed layer depth. Slight
changes in density—too small to constitute the mixed laggtid by our algorithm—are associated
with damped vertical velocities (Fig. 5.10); the true degtlwhich convective plumes reach may
be shallower than our estimated mixed layer depth. Data fragrangian floats, on the other hand,
were used to estimate velocity within the more strongly maxiegion and period only (Steffen and

D’Asaro, 2002).

Relationship to wind and buoyancy forcing

The mixed layer is usually created by mechanically drivendamixing or diurnal convection, but

these processes are typically limited to a few tens of metpro a couple hundred meters in
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hurricanes. Deep convection, resulting from unstableitdegsadients created by extreme buoyancy
flux can result in overturns past 1000 m deep. Two scalinghder vertical velocities relate to

buoyancy flux are

ws® o« ByH , non-rotating, 1-d (5.10)

wx* o< By/f ,rotating, (5.11)

where By is the surface buoyancy flu¥] the mixed layer depthf the Coriolis parameter and*
the velocity scaling (Fernando et al., 1991; Maxworthy aratifdousa, 1994; Jones and Marshall,
1993; Steffen and D’Asaro, 2002). Rotational effects bezdémportant for small Rossby numbers,
Rox = Bol/ 2 / f3/2H, when the advective timescale for the non-rotating veydaitransit the mixed
layer H is long enough for rotational effects to be felt. In the lalunpes were observed to follow
non-rotating scalings near the surface before evolving iiatationally-stiffened columns at depth
(Marshall and Schott, 1999).

Testing the convective scalings with Seaglider obsermatiaf w, we used the Yu and Weller
ocean flux product (hereafter called YW) (Yu and Weller, 200¥eat fluxes at the glider’s position
were estimated from the YW product, which is available daitya 1x1° grid. Sg014 and sg015
only travel about 18 km a day, but if one crossed between twbeof® boxes in the YW estimate, a
weighted average of the winds and heat fluxes from the 2 boassiged. Mixed layer rms-vertical
speeds were calculated during 1-day periods corresponalitige YW product. Time series of YW
winds, heat flux and sg0%5,,,, are shown in Fig. 5.20b. Wind levels ranged from 5-20thever
the 3-month period, but with no large linear trend. Heat ffuttecreased at the glider position at the
end of February. At this time, the glider was afBl) 55°W, leaving the region of deep convection.
The three time series covary before about February 20, ZD8& glider shelf crossing, in the first
half of January, marked by very shallow mixed layer depthpanel (a), does not appear to have
differentw,.,,,s levels.

Lag correlations betweem,.,,s and winds and between,,,s and heat flux were calculated for
the record from January 1-February 20, 2005 (Fig. 5.20ag Bést lag relationship was fafr,.,,,s
approximately 0.6 and 0.7 days after heat fluxes and windrigraespectively, with-? values
of 0.42 and 0.34 (Fig. 5.21). Heat fluxes correlated bettén welocity variance than did winds.

Scatterplots for the lagged series are shown in Fig. 5.22.



102

The lag relationship between vertical velocity, winds aedttflux is somewhat different from
that found by Steffen and D’Asaro (2002) using deep Lag@mfpats in the convective winters of
1997 and 1998. Heat flux was a much stronger predictor ofcatrelocities in the mixed layer than
wind fluxes, and than our Seaglider estimates. Heat fluxeatnelocity variance had ar? ~ 0.9
at a half-day lag, while winds-vertical velocity variancadnan-? ~ 0.6. The optimal lag between

vertical velocity and forcing was 0.5 and 0.75 days for thew years of measurements.

One possible explanation for the increased skill of heateBuand winds in predicting verti-
cal velocities seen by Steffen and D’Asaro (2002) is theiprioved meteorological product, a 4-
times-daily modified NCEP/NCAR Il reanalysis product (Remf et al., 2002). This product had
been corrected to more closely match shipboard meteooalbgbservations since NCEP/NCAR
heat fluxes as well as ECMWF product were found to be signifigasff in the Labrador Sea
(Sathiyamoorthy and Moore, 2002). Another difference leetwthe work with Lagrangian floats
and our gliders is that vertical velocities from the deepriaagian float are in the actively mixing
mixed layer only; floats move with water parcels by constam;tand may be converged into con-
vecting regions more than the glider sampling patterns.nBee the linear fits of glider vertical
velocities with heat flux and wind (Fig. 5.22) agree quitelwath their Fig. 15 for 1997 and 1998.

The dependence on rotational vs non-rotational control teated during the Labrador Sea
Convection experiment using the velocities observed orddep Lagrangian floats (Steffen and
D’Asaro, 2002). Vertical velocities were found to scaleatcombination of the 1-d and rotational
effects, with improved skill over simple heat flux and winddiogs. Initial estimates of the rota-
tional vs non-rotational scalings for glider estimates eftical velocity give a weaker relationship

than do the correlations with heat flux and winds alone.

5.5.3 Energy levels in the transition zone at the mixed ligse

Vertical velocity variance diverges from simple WKB-sogiat high/N with energy levels inw
much higher than predicted (Fig. 5.18). The recordvodind WKB-scaled rms-vertical speeds from
sg015 (Fig. 5.23) show that the regions where< w? > N/N, exceed the canonicak,; = 0.25
are just below the mixed layer base, especially in the DatngitSand northwest Labrador Sea

(October-December) and in the stratified Labrador Shelémaimid December and early January).
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After deep convection, stratification is lower and the brieegcaling less apparent.

The region just below the mixed layer and extending for sevens to~200 meters with el-
evated stratification is the seasonal pycnocline, also knasvthe “transition zone” between the
surface unstratified layer and the stratified interior. Tlegated density gradient appears as a peak
in the buoyancy frequency profile. The profile 8faveraged over dive cycles 50-200 from sg015
is in Fig. 5.24b. This region has highi and< w? > N/Nj in Fig. 5.23a and b. The transition zone
is the region through which wind driven energy in the mixegetamust pass in order to generate
internal waves in the abyssal ocean. Two physical regimgshmaaccurring. At a very stratified
mixed layer base, the ocean may behave essentially as i&|laypporting interfacial waves. In a
strong pycnocline, there may also be a peak in buoyancy éremyuV which has interesting effects
on the internal wave bang' (< w < N).

At the base of the mixed layer, if th€ profile is discontinuous, the fluid may support interfacial
waves. In practice, the ocean stratification is always oootiis, though a large change in density
over a narrow depth band at the mixed layer base may still ipémnterfacial waves. This would
appear as a higher vertical velocity variance or spike ap#ak in/NV, corresponding to upwelling
or downwelling experienced by the glider right on the irdaedf. The magnitude of the velocity
would likely be constrained by energy levels in the mixecelagt that location or nearby, since the
turbulent mixed layer motions bumping on the stratified tdyelow would create the interfacial
wave. Fig. 5.24 shows an average of 150 cycles (300 profiesgntical velocity variance and
buoyancy frequencyV. Profiles were aligned by mixed layer depth so that depth enythxis
refers to distance below the mixed layer depth for each profil

A strongly stratified transition zone, with a peak/if can also act as an internal wave guide—a
depth band of elevate with lower N above and below (Eriksen, 1978; Desaubies and Gregg,
1981). In the early portion of sg014 hydrographic record,wértical profile ofN (z) is near zero in
the surface mixed layer, increases sharply in the seasgonabpline (V,....) then decreases again
to a background stratification in the ocean interidi (Fig. 5.24b). Within the pycnocline, elevated
N increases the width of the internal wave frequency bahe;, w < N,,... Freely propagating
internal waves with frequency betwedl < w < N, can persist within the pycnocline, but not
above or below. As they propagate towards the mixed lajer{ 0 or the deep interior{;) they

encounter a turning point and energy is reflected away frardiv stratification. Mode solutions
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can be constructed to fit within the waveguide though with enpgline only a few 10 s of meters
thick, observations of wave modes can be hard to distingikk source of energy for these waves
is the mixed layer, and peak energy levels appear to be bdundmixed layer energy (Fig. 5.24a).
After deep convection, from mid-February and later, thdifgrof buoyancy frequency below the
mixed layer does not have this peak (Fig. 5.23a). Correspglyl the vertical velocities are not

peaked in this region.

5.5.4 Stratified eddy surrounded by deep convection

During deep convection, sg015 observed a stratified IrmiRyeg at 59N, 55W surrounded by
fully 2000 m deep mixed layers, visible in the waterfall gloFig. 5.9 corresponding to the shaded
region in Fig. 5.7. From the discussion of vertical velastin the stratified oceagq.5.1), internal
waves are supported in the frequency bghd w < N. At the eddy location,f = 1.24 x
10~* rad s™!. Within the eddy, from 100-300 m, the buoyancy frequenty 1.4 x 103 rad s7.
Outside the eddy)V is barely distinguishable fronfi. Similar to the transition zone at the base of
the mixed layer, we have a stratified region (the pycnoclinthe eddy) adjacent to an unstratified
region (the surface mixed layer or deep convecting mixedrigy Unlike the transition zone, here,
N — 0inthe horizontal direction. Because the eddy has a rotaltieglocity, there is the additional
influence of a localf, sy that is modified by the eddy’s rotation.

Average profiles of salinity, potential temperatuné,and w variance are shown in Fig. 5.25
for inside the eddy and on either side of the eddy. Inside tlly,ehere is a clear peak in salinity
at 350-400 m and 34.865, about 0.015 greater than outsideddhe Potential temperature inside
the eddy is stratified and increasing towards the surfacen10@ith a maximum of 4C near the
center of the eddy in the surface mixed layer. Interestintflg effects of the strong buoyancy
forcing that drive deep convection on either side of the eat@ynot yet apparent in the stratification
within the eddy. The result is relatively high in the top 400 m of the eddy as compared to the
surrounding convecting region. Concurrent profilesvashow much higher variance on either side
of the eddy than within, which is repeated in the mean profifas? in panel (d): outside the eddly,
< w? >~ 4 — 16 cm? s~2 while inside the eddyx w? >< 1 cm? s~2.

In examining vertical velocity energy in the stratified ocgg5.5.1), we found thak w? >
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scales with the inverse a¥ except forN > 0.0013 rad s'' where< w? > was elevated. Fig-
ure. 5.26 plots the entire mission af w? > againstN in black, and observations from the eddy
and actively convection region in red and white circlespegsively. In the eddy< w? > is well
below the curve for the rest of the stratified Labrador Sea.

Several factors may contribute to reduced vertical vejoeitergy within the stratified eddy.
The range of supported frequencies is much wider within thay géhan in the convective region
without, whereN approacheg. While the horizontal scale of the eddy (20-30 km) may lirhi t
wavelengths that persist within the eddy, ndawaves have small horizontal scale and propagate
vertically. Smaller scales do, however, correspond todriglissipation rates. The gradientsih
decreasing with increasing distance from the center of daly,emay result in critical layers at the
edges of the eddy. As a wave packet approaches the edge didhard region of deep convection,
N approacheg or even zero. A wave packet conserving frequencyriginally betweenf and
some higherN within the eddy, will tilt to have near vertical motion &6 along the ray path
approaches. Critical layers result in high dissipation due to incregsivavenumbers of waves.

One potential sign of critical layers here are the lower gyevithin the eddy, resulting from
increased internal wave energy dissipation. One might ekpect thatw energy should be high
at the edge of the eddy, where wave energy becomes primaaitical. However, this can be
difficult to distinguish from the high vertical velocitiesitside the eddy, in the actively convecting
region. Horizontal slices throughv and < w? > at particular depths do not show a clear peak
in vertical velocity energy before the actively convectiegion is reached. These observations of
vertical velocities in a stratified Irminger Ring surrouddey deep convection are unique. Other
observations of Irminger Rings, while perhaps slightly ensiratified than surrounding waters, do

not have the complete separation of the freely propagatitggnal wave frequency band.

5.6 Conclusions

Two Seagliders observed the 2005 convective winter in theddor Sea. Their high resolution sec-
tions of hydrography provided an unprecedented view of thrizhntal variability in watermasses
within a region of deep convection, with a horizontal ran§6.62 kg m—3 observed within a small

area, suggesting that rapid restratification after deepextion, to a vertical difference i 5 from
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100 to 1000 m could be accomplished by interleaving of dgmtiisses found within the convection
region, rather than lateral transport over long distant@® the edge of the convective patch to the
center.

This glider record Labrador Sea provides a new set of obsengwith which to test theoretical
scalings for vertical velocities. While deciphering thesg-time aliasing of a hydrographic section
which crosses 2000 km in 6 months is tricky, the range of alagiens also provides a snapshot of
vertical velocities in the stratified region, during deepnaction, within the transition zone at the
base of the mixed layer, and in a stratified eddy surroundezbhyection.

Within the stratified ocean, foN < 0.0013 rad s!, vertical velocity variance scaled with
1/N, with a higher energy level when wind levels were higher.s®ualing breaks down fa¥ >
0.0013 rad s™!, within the stratified pycnocline. In the40 m directly beneath the mixed layer, rms-
vertical velocities were nearly as high as within the mixager above. Over the thicker stratified
pycnocline, 50-250 m below the mixed layer, especially ia Bavis Strait, energy levels were
elevated above the WKB-scaling.

In the unstratified mixed layer, during deep convection,-ugidical velocities were found to
scale with heat flux and winds, with a 0.6 and 0.7 day lag. /Fkialues were approximately 0.5 and
0.4, respectively, lower than those found by Steffen anddaié (2002), but with similar slopes and
y-intercepts to the linear fit. A stratified Irminger Ring wasserved surrounded by 1000 m mixed
layers. Within this stratified eddy, vertical velocities ianuch smaller than the WKB-scaling
present in the general stratified ocean. Just outside the egldical velocities were approximately

3 cn? s72, 2-3 times higher than in the eddy.§ cm? s—2).

5.7 Figures
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a) Glider tracks b) JFM heatflux and CR
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Figure 5.1: (a) Map of the Labrador Sea with Seaglider trask®14 (thin) and sg015 (thick).
Regions with mixed layer depths greater than 1000 m are inwbile the restratified region post-
deep convection is in green. (b) Average winter heat fluasift and sensible heat fluxes, net long
wave and net short wave radiation) are in blue shading. &rbaat loss to the atmosphere (oceanic
cooling) is in more saturated blue. Salinity convectioristesice, the surface to 500 m buoyancy
anomaly due to salinity variations in March, is contoureddashed lines. Negative convection
resistance indicates haline stratified (relatively fresttewabove 500 m as compared to at 500 m).
The blue star in (a) indicates the position of the K1 mooring.
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0 ~a) Argo vs glider S profiles b) 8-S profiles
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Figure 5.2: Comparison between selected Argo and Seadiiinographic profiles. The whole
1000 m Seaglider and 2000 m Argo profiles as a function of degghn (a), the same data plotted
in # — S is in (b) contoured every 0.01 kg, detailed salinity and temperature plots are in (c) and
(d), and the map showing the profile locations is in (e). Traseh profiles are the 2 pairs nearest in
time for sg015 and sg014: Argo 6900274 (6218757.69W, November 14, 2004) and sg015 cycle
260 (62.83N, 58.04W, November 17, 2004) and Argo 4900528 (59M8555.58W, December
17, 2004) and sg014, cycle 307 (59°08 56.55W, December 19, 2004). In the detail salinity plot
(c) of the profiles between 600-1000 m, a uniform offset betwsg015 and Argo salinities shows
the Seaglider registering salinities fresher by 0.01, etémperatures were within 0.05.
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Interannual heat anomaly
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Figure 5.3: Cumulative heat content from time-integrat€dBR heat fluxes (latent, sensible, net
shortwave and longwave). Cumulative anomaly in April igleid. The increasing trend from 2002-
2007 is indicative of gaining heat (restratifying) until@®when cooling was particularly intense.
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Figure 5.4: Evolution of LSW over the 2003-2008 years, asvshby density class per year. No
profiles were available in 2004. Regions near the surfapeoéaly for 2003, lack some points due
to the conversion te coordinates. Profiles are only shown over depth regionsviea¢ created
using at least the median number of points per sigma level.
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Figure 5.5: Distribution ofr; 5 thickness after Lazier et al. (2002, Fig. 5): Thickness gEta
betweery 5 intervals of 0.002 kgm? in the convection region of 56-8B8l and 53-58W for April;
legend as in Fig. 5.4. This plot quantifies what is visiblehia thean profiles of Fig. 5.4, that the
2008 convective winter had the deepest mixed layers (tbigkgcnostad) in several years, while the

2003 and 2005 years were still near 1000 m.
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a) Salinity, sg014
Davis 55°W convection restratified
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Figure 5.6: Salinity (a), potential temperature (b) andeptil density §; 5, €), vertical speediw|
(d), and water depth (e) observed by sg014. The regionssdladiove (a) correspond roughly to the
colored regions in the map in Fig. 5.1a: Davis and restrdtifmrespond directly, while the section
marked 58W is unmarked in Fig. 5.1a, and the red-highlighted sectioaps only the region with
1000 m mixed layers here. Profiles from the section highdidhih light gray appear in Fig. 5.10.
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a) Salinity, sg015
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Figure 5.7: Salinity (a), potential temperature (b) anceptial density 4 5, c), vertical speedhw|
(d), and water depth (e) observed by sg015. The regionseal@ove (a) correspond roughly to
the colored regions in the map in Fig. 5.1a, as for Fig. 5.6filés from the section highlighted in

light gray appear in Fig. 5.9.
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Figure 5.8: Potential temperature (a) and salinity (b) pesfiluring deepest mixed layers observed
by sg015 (black) and sg014 (gray), at the locations speafie8eaglider tracks in the inset. Sg015
profiles are from the black solid line (January 30-February2D05) while sg014 profiles are along

the gray solid line (January 12-25, 2005).
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a) Potential temperature, sg015
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Figure 5.9: Waterfall plot of (a) potential temperature), ghlinity, and (c) vertical velocity during

active convection in the Labrador Sea. In @), is contoured at 0.02 kg T#. The region shown
corresponds to the gray shaded region in Fig. 5.7.
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a) Potential temperature, sg014
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Figure 5.10: Waterfall plot of (a) potential temperatui®, galinity, and (c) vertical velocity during
deepest mixed layers observed by sg014 in the Labrador $warefion shown here corresponds
to the gray shaded region in Fig. 5.6. In panel (a), the redocma correspond to potential density

contours at 0.01 kgm® spacing.
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Heat Content: Glider, Argo and NCEP
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Figure 5.11: Heat content from sg014, sg015, Argo float 42Q0@n the convection region for
the duration) and NCEP reanalysis. Heat flux is slope of theali fit to the heat content within
the shaded region (November 11, 2004-February 10, 2005)sgd14, -985 W m?2, for sg015,

-700 W nT2 and for Argo and NCEP, approximately -240 to -280 Win Wintertime heat fluxes

from Seaglider, which have significant translational motiare much greater than those predicted
by the NCEP fluxes.
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7 _a) Magnitude of vertical velocities
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Figure 5.12: Rms-vertical speeds (a), decorrelation kesgales (b) and mixed layer depths (c) for
sg014, below the mixed layer (black) and within the mixecltggray). Speeds and length scales are
averaged over 8 days, approximately 24 dive cycles. Shadtigates 95% confidence intervals.
Sg014 was on the Labrador Shelf around January 10, as shotte Ishallow mixed layer depths.

Deep convection with mixed layers 1000 m were sampled at the end of January and beginning of
February, 2005.
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_a) Vertical velocity profiles
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Figure 5.13: Spatial scales in vertical velocity from sfiad and convecting regions, sg014. The
gray line in panel (a) isv from dive cycle 284 in the stratified region while the blaakeliis dive
cycle 482 in a 1000 m deep mixed layer. The red line is for djaec347 with mixed layer depth of
421 m, and (b) shows lagged autocorrelations for the fuligtified and fully unstratified profiles.
Though Seaglider does not making vertical profiles but ratfaels at a 1:3 slope on average,
the stratified profile ofw appears to have a consistent wavenumber like an internag wénle
the unstratifiedw has downward peaks, higher amplitudes and shorter scaka®. cZossings are
approximatelyl /7 times the equivalent wavelength.
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Figure 5.14: Canonical GM76 vertical velocity spectrum iavenumber-frequency space. The
wave phase speed (k) corresponding to the typical glider vertical speed of @06s! is plotted
in magenta.



120

10° _a) Velocity spectra, sg014
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Figure 5.15: a) Vertical velocity spectra from sg014. 95%fittence intervals were calculated
using the number of independent days of sampling as theeggfdreedom, 10 for the mixed layer
and 115 for the stratified spectra. The histogram of buoy#meguency values) is shown in (b),
indicating the approximate location of expected breakba@spectra. For frequencies/V, internal
waves may dominate with a white spectrum, while for freqieshaboveN, a turbulent regime is
expected (slope -5/3).
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a) K1 ADCP vertical velocities
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Figure 5.16: Vertical velocity time series for the month @bFuary (a), salinity time series from
January through March (b) and velocity spectra (c) from theriboring, 1996-97 convective winter.
Salinities from 75 m and 425 m SeaCats are shown. When the ®asunements agree, the mixed
layer is at least 425 m deep. Velocity spectra were calalifiaten the upward looking ADCP at the
313.4 m depth bin. Stratified spectra are for the time per&fdre February 10, while mixed layer
are for after February 10. Time series were broken into 1msegs before calculating spectra then
averaging to produce the spectra shown. The red bar is thec®Bfidlence interval for all 4 spectra.
The vertical gray line in (c) indicates the Coriolis paraendf).
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Figure 5.17: WKB-scaling ofv...,,s in the stratified ocean, sg015. Vertical velocity measurgse
were binned byN. For N < 0.0013 rad s'!, measurements matched theoretical expectations
for a GM-internal wave field, scaling as w? >~ 0.25Ny/N. The WKB-scaling breaks for

N > 0.0013 rads .
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Figure 5.18: WKB-scaling ofv,.,,s in the stratified ocean, sg015. Vertical velocity measurgme
were binned byV and wind speed (either 10 m s~ or < 10 m s™!). Winds in these two bands
averaged 5 and 16 nT§. For N < 0.0013 rad s™!, measurements matched theoretical expectations
for a GM-internal wave field, scaling as w? >~ 0.25Ny/N. The WKB-scaling breaks for

N > 0.0013 rads™'. A weak dependence of the coefficieqt,; on winds was found, though 95%
confidence intervals overlapg,s ~ 0.18 for weaker winds and 0.25 for higher winds.
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Figure 5.19: Mean profiles of vertical velocity (a), varian®) and skewness (c) in scaled depth
coordinates (z / mixed layer depth) from sg014 for profilethwixed layer depth> 300 m. The
surface is at 0 and mixed layer depth at 1. Vertical velczitiave a near zero mean. Variance levels
increase near the surface, and skewness is somewhat eegativ
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Figure 5.20: Scales and magnitude of vertical velocitiethensurface mixed layer from sg015,
January through March, 2005. a) Decorrelation length sfalertical velocities in the mixed layer
and the mixed layer depth. Notably, the length scales agpezorrelate with mixed layer depths,
with a ratio of aboutl, = 0.27M L D. b) Magnitude of vertical velocities in the surface mixegda
estimated aw,,s In 1-daily periods corresponding to the daily period of tlatfluxes and winds
from Yu and Weller 2007. Wind speeds and heat fluxes are atsersh
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Figure 5.21: Lag correlation betweew.,,s and heat flux (dotted line) and winds (solid line) for

sg015, January 1-February 20, 2005 (51 days). Peaks ward foua lag of about 0.6 days (heat
flux) and 0.7 days (winds). Correlation coefficients are alfoy.
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Figure 5.22: Scatterplots of sg015.,,; on heat flux (a) and wind speed (b) for time series lagged
by 0.6 days (a) and 0.7 days (b).
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Figure 5.23: Buoyancy frequency (a), WKB-scaled vertiaouities (b) and wind speed (c) for the
entire mission, top 500 m, sg015.
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Figure 5.24: Average profiles of vertical velocity variarie@ and buoyancy frequency (b) which
have been shifted vertically to align by mixed layer deptihaded regions indicate 1 standard
deviation, calculated over 150 dive cycles, sg015 cycle2@D Panel (c) is the average coefficient,
c =< w? > N/Ny whereN; is the canonical pycnocline stratification for the GM modehternal
waves.
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Stratified eddy during convection
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Figure 5.25: Average profiles of (a) salinity, (b) potentinperature, (c) Nand (d) vertical ve-
locity during active convection in the Labrador Sea (graydl anside the Irminger Ring (black),

sg015.
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Figure 5.26: Comparing energy levels in the eddy (red) wlith ¢ntire record (black line) and
convective period immediately preceding the eddy (opesies). The GM model expectations (5.9)
with cgpr = 0.25 are given by the thin black line. For the highly stratifiedioegof the eddy, in the
top 300 m, the vertical velocity variance is below GM, eveouph observations elsewhere in the
record have vertical velocity variance in the highly sfiatl regions above the GM model.
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Chapter 6

CONCLUSIONS

The Labrador Sea is a site of intense primary productivitglifg the food web for the primarily
fisheries-driven economies in the region. Seaglider degeriteed a high resolution section through
the spring and summer blooms of 2005, highlighting the irtgpare of freshwater to enhance the
early north bloom (north of 6IN). SeaWiFS satellite chlorophyll images confirmed theoeds
having some of the highest annual chlorophyll levels, andkined with climatologies we were
able to show that surface freshwater was the primary drivdédamm timing in the region. This
contrasted with the central Labrador Sea bloom which oedulater in the summer, after deep
convection had ended.

Deep convection in the Labrador Sea was observed by tworglidembered 14 and 15, in the
winter of 2004-05. These gliders transected the Labradarfi®en north-to-south in parallel, along
55 and 58W, cutting through the distinct Arctic watermasses in theviBD&trait, and across the
extension of the West Greenland Current at the 1000-300@baiks in the Labrador Sea.

A new product, vertical velocities from Seagliders was usediagnose the geography of verti-
cal velocities in the stratified and unstratified regionshim lLabrador Sea, as well as two transition
regions between stratified and unstratified. In the strdtlfedrador Sea, we found that rms-vertical
velocities scaled with the inverse 6f, in accordance with WKB scaling. Additionally, there was a
slight dependence on wind so that periods with higher wirndltehad a higher energy level for the
same stratification than periods with lower wind levels.Ha tinstratified ocean, particularly during
deep convection where mixed layer depths exceeded the 108@fite depth of Seaglider, rms-
velocities were found to scale well with buoyancy and winctiiag, with 2 values of 0.45-0.55.
Decorrelation length scales in the mixed layer also scalédumixed layer depth.

Two interesting transition regions were observed, one énttansition zone just below the sur-
face mixed layer and the other between a stratified eddy whéshsurrounded by deep convection

to 1000 m. In the transition zone, rms-vertical velocitiesrevelevated above background GM lev-
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els, consistent with wave trapping in the high stratifiaatar possibly resulting from interfacial
wave energy at a sharp pycnocline. In the stratified eddyventscal velocities were lower than the
background GM levels, in striking contrast with verticaloaties in the surrounding deep mixed
layers.

While space-time aliasing of the Seaglider posed a chadleihg 20 cms! translational speed,
1:3 glide slope angle, and inclusion of data spanning ovéioadand kilometers and 6 months—
unraveling the two was aided with 2-d satellite data fortieddy synoptic measurements, Argo
profiles for better spatial coverage but including depfiesimation, and when neither were available
or adequate, climatology. The space-time difficulty wasligdnted by heat flux estimates from
Seaglider heat content, which were significantly affectga@dntributions from the, - VH term,
yielding heat flux estimates several times that of NCEP/NCGédhalysis heat flux estimates. High
resolution observations were crucial for detailed biatagstructures in thin layers on the Labrador
shelf, fresh eddies in the northern region, and at the Lalrstoklf-break front. Multiple profiles of
hydrography within the convecting regions showed thatzuotal variability of watermasses during
deep convection is relatively large, spanning 0.03 kg nequivalent to the vertical stratification
from 100 to 1000 m that exists immediately following resfieation.

Seaglider is a powerful tool for observing remote procesiias deep convection, when ship-
board observations are expensive. The addition of vertieklcities was particularly fruitful for
observing deep convection since velocities are much hitjtzar elsewhere in the ocean, and rele-

vant dynamics can be described in terms of vertical vekgiti
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